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Abstract

Wireless Sensor Network (WSN) is considered to be as one of the fundamental tech-
nologies for building ubiquitous computing environment. Since WSN consists of many sen-
sor nodes with limited resources (i.e., computation, storage and battery), security prim-
itives can be hard to be implemented. Thus, the network can be vulnerable to various
attacks (i.e., denial-of-service attack, sinkhole/wormhole/sybil attack, message forgery at-
tack, etc.).

HPEQ (Hierarchical Periodic, Event-driven and Query-based) protocol was purposed
for surveillance of emergency events. In this routing protocol, clustering method is orig-
inated from LEACH, which is one of the most cited researches for cluster-based WSN.
However, not only inherent vulnerabilities exist in HPEQ protocol, due to no provision
of security requirements such as confidentiality, integrity of data packets, authentication
of sensor nodes, etc., but also new vulnerabilities may occur, by the modification of ag-
gregator selection from LEACH. Several secure variants of LEACH such as SecLEACH,
GS-LEACH, etc. were suggested. However, these schemes still have some vulnerabilities.
Therefore, we present a secure clustering scheme guaranteeing authentication of sensor
nodes that are members of a cluster and confidentiality of communication data and the

cluster topology.
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1. Introduction

We expect that Wireless Sensor Network (WSN), which is considered to be as one of the
most promising technologies for upcoming ubiquitous society, can help us not only in the
ordinary life, but also in the severe environment, where human-being cannot enter or need
to observe for a long time. Therefore, various researches [2], [3], [4], [6], [13], [I4], [15],
[16], etc., were presented.

HPEQ (Hierarchical Periodic, Event-driven and Query-based) protocol [4] is believed
to be a useful and efficient protocol to monitor wide and dangerous areas. The main ob-
jective of HPEQ protocol is to observe critical and physical environments such as fire on
a building, leaking of toxic gases, explosions, even military battle field, etc. Thus, reliably
capturing an event and transmitting a captured event to the sink are important.

However some critical security vulnerabilities are caused by the naive clustering scheme
and the data report. During cluster selection, an adversarial node outside a network can
join the process and can be an aggregator which is responsible for aggregating sensed data
and reporting events occurring in a cluster to the sink. And during the reporting process
of the critical event, an adversarial node outside a network can capture the message and
modify the message including that an event does not occur.

Thus, we address a secure clustering scheme that provides authentication of all cluster
member nodes as well as aggregator, integrity, confidentiality, and freshness of each mes-
sage. The proposed scheme requires that each node has only two embedded keys and one
Credential, but while sensor nodes make a cluster, the inspector node, which is respon-
sible for observing misbehavior of the aggregator, should request the sink to authenticate
the aggregator and cluster member nodes. It causes additional communication overhead.
However we show that some trade-off between the level of security and overhead is re-
quired.

The rest of this thesis is organized as follows: In Chapter 2, we examine related work
which can be used for critical condition monitoring applications and show the reason why
we choose HPEQ protocol. In Chapter 3, we will describe our scheme in detail. We eval-
uate our scheme from the point of security in Chapter 4. Then, in Chapter 5, we examine

the overhead of our scheme. Finally, we will make conclusion and suggest future work.



2. Related work

2.1 Routing Protocol

We need to define requirements of protocols for critical application. According to [4], mon-
itoring critical conditions has the following requirements, simultaneously: periodic, event-
driven and query-based reports from sensor nodes to a sink. We believe that people are
wondering query-based report requirement. Query-based report requirement needs fast
path establishment to subscribe the current situation when an event occurs. For exam-
ple, a fire breaks out in a building. To rescue people in the urgent situation, a rescue
corps needs to know where people are located in a building. Low latency for event deliv-
ery and reliability are also important requirements.

Meeting these requirements is quite difficult, due to conflict of requirements. For ex-
ample, in Directed Diffusion paradigm [8], to mitigate node failures caused by sending
packets on a path, transmissions are performed through multi-path, which is probabilis-
tically chosen. However, using multi-path may cause more energy dissipation and packet
collisions. In PFR protocol [6], a source node forwards packets to the sink through nodes,
in virtually connected zone which is constructed to propagate the data to the sink. The
node energy dissipation and cost can be increased by estimating direction of a received
packets, since the node has to equip magnetometer module. SW-PFR [16] extended ver-
sion of PFR uses sleep-awake duration for energy savings. Variable Transmission Range
Protocol (VRTP) [2] tries to solve the problems of fault tolerance and energy efficiency
by diversifying the range of the data transmission. Network lifetime, then, is prolonged
since the nodes away one hop from the sink can sleep. On the other hand, an additional
hardware component is needed.

SPIN (SPMS) [13] also focuses on node failures. In this protocol, meta-data exchange
is used before data transmissions. SPMS requests and transmits data through the shortest
multi-hop path to reduce energy costs and end-to-end delay. The mechanism for dealing
with fault-tolerance keeps the shortest and the second shortest paths in the routing table.
When sensing node failures in the shortest path, a sender will choose the second shortest
path. However, in a huge disaster (i.e. explosion), a large number of sensor nodes can be
destructed including nodes on the second path.

PEQ [3] builds the shortest path for low latency for event delivery. This protocol uses



coverage

radius

Figure 2.1: PEQ Protocol

the hop count metric for routing mechanism which requires a small amount of information
(Figure . When an event occurs, PEQ utilizes three ways: broadcasting a message to
intermediates of a source node to find paths, receiving response including the hop level
and identification of the intermediates. As other hop nodes, a node in lower the hop level
will be designated. This mechanism is also useful to avoid loop formation. Simulation re-
sults show quite good performance of PEQ in terms of delay and delivery ratio. HPEQ [4]
is a hierarchical version of PEQ. HPEQ shows more uniform load balance, lower latency
and higher delivery ratio than PEQ, by aggregating data from clusters. Several hierarchi-
cal protocols exist: APTEEN [I5], PEGASIS [I4], and Energy-Aware Routing for Cluster-
Based Sensor Network [19] which are good solutions for energy efficiency and latency, but
complicated. The clustering mechanism of HPEQ is inspired from LEACH [9]. In LEACH,
an aggregator is selected based on probabilistic threshold and normal nodes select their
aggregator based on signal strength. However, in HPEQ), a selected node based on prob-
abilistic threshold is just a candidate that can be an aggregator, broadcasts a messages
to request remaining energy to neighbors. Then, the neighbor replies with their identifi-
cation and the remaining amount of energy. Finally, a node which has the highest level

of energy will be assigned as an aggregator. In LEACH, the communication with the sink



is performed by only aggregators with one hop. However, direct communication between
the sink and aggregators can cover the small scale of WSN. On the other hands, HPEQ
supports multi-hop communication between an aggregator and the sink.

However, due to the naive aggregator selection, clustering and transmission, HPEQ
causes several critical security vulnerabilities. From the communication point of view, HPEQ
does not guarantee the confidentiality and the integrity of each message. Thus, anybody
can eavesdrop and modify every message. For example, when an event, such as fire and
appearance of enemies in the battle field, occurs, an adversary can change the message
reporting an event to the sink. And, without any compromised node, an adversarial node
outside a network which has abundant computational and communicational resources can
join a cluster even as an aggregator by overstating the remaining amount of energy in the
aggregator selection step. Then, the node selected with probability threshold will appoint
the adversarial node outside a network as the cluster aggregator. The adversarial node,

then, can selectively transmit messages by dropping messages.

2.2 Clustering Scheme

LEACH [9] is designed to prolong life time of the whole network by distributing energy
consumption. LEACH protocol has some assumptions that sensor nodes are uniformly
spread over fields and all sensor nodes have enough power to transmit to Base Station(BS)
directly.

To reduce energy consumption, most sensor nodes send their sensing data to their ag-
gregator. Aggregators will use data fusion function and transmit fused data to BS. Ob-
viously, aggregators have more energy since, normally, the distance between BS and an
aggregator is farther than the distance between an aggregator and a sensor node. Thus,
for balancing energy consumption in a whole network, aggregators are randomly selected
in each round. Sensor nodes select a node as an aggregator. An aggregator broadcasts to
ask neighbors to join their cluster. Other sensor nodes select their aggregator by measur-
ing signal strength from aggregators.

Each round of LEACH is as shown on Figure All sensor nodes know when each
round starts through time synchronization among all sensor nodes.

LEACH protocol is not considered to be secure. As the result, LEACH protocol is
vulnerable to simple attacks, i.e., watching and modifying important messages. Thus,
Oliveira et al. suggested SecLEACH [I7] by combining Eschenauer et al.’s random key
pre-distribution and LEACH.



Setup phase
1. H=§G: idy adv
2. A;— H: id,,idy, join_req
3. H=0: idy (... (id, . 1t,},...), sched
Steady-state phase
4. A —H: id,,,idy,d,,
5. H — BS: idy,idy, F(....d,,,...)
The various symbols denote:
Ay, H, BS :  Anordinary node, a cluster head,
and the base station, respectively
G The set of all nodes in the network
=, —: Broadcast and unicast,
transmissions respectively
idy : Node X'sid
dy :  Sensing report from node X'
(idy, tx) :  Node X's id and its time slot ¢y
in its cluster’s transmission schedule

adv, join_req, sched :  String identifiers for message types
JF . Data aggregation function

Figure 2.2: LEACH Protocol

SecLEACH have a key pool having S keys like Eschenauer et al.’s random key pre-
distribution scheme [7] and make IDs of each node. Through a pseudorandom function,
BS generates unique IDx for node X. Then, by using IDx as a seed of a pseudorandom
function, BS operates a pseudorandom function m times. Then, m keys of a key pool are
distributed to each node. Rx, a group of ID of keys in node X is mapped between 0 and
S-1 by operating modular arithmetic. Finally, all nodes have pairwise keys with BS.

SecLEACH protocol have 5 steps, which look like LEACH protocol. In step 1, aggre-
gator H elected through algorithm broadcasts of LEACH protocol ID of H, IDg, and a
nonce. Next, normal nodes A; calculate key IDs of aggregator H by using I Dy and select
the nearest one as their aggregator, which has shared key k). Normal nodes add Mes-
sage Authentication Code (MAC) keyed with k) to a reply message and transmit to H.
MAC includes nonce as well as key ID r for protection from replay attacks. In step 3, H
broadcasts schedules for nodes’ transmission in a round.

To protect communication between member nodes and an aggregator, member nodes’
message includes MAC keyed with k. The number of report times j to H from mem-
ber nodes is added to an included nonce in order to prevent replay attacks. In step 5,

aggregator H sends a message and MAC keyed with shared key with BS. All steps are



Setup phase

1. H =G id,,nonce, adv

A; 1 choose rsuchthat r o (Ry MR, )

2. Ay —H:oid, . idyorjeinreq, macy, (id,, | ide | r | nonce)

a. H=G: id, (... {id, 1} ...) sched
Steady-state phase

1. A, —=H: r'u’._,;’:!.,._ci,:.macL_I (id,, | id, | d, | nonce + j)

3.0 H - B8 ddgide F (oo dy, ) macg (F(d, ) )
Symbols as previously defined, with the following additions:

r: 1d of the kevs in the key ring kpept Symmetric key associated with id »
Wy o Setof key ids in node X's key ring 3 Reporting cycle within the current round

Figure 2.3: SecLEACH Protocol

illustrated on Figure 2.3

Lastly, GS-LEACH [I] was proposed as one of LEACH families in order to solve prob-
lems of SecLEACH. In SecLEACH, normal nodes have to select an aggregator, which has
a shared key with normal nodes. If the nearest aggregator does not have a shared key,
a normal node must select a next aggregator. Also, If and aggregator having shared key
does not exist, a normal node have to transmit directly to BS even though much energy
is required for transmission.

GS-LEACH has an assumption of sensor nodes distribution based on a grid. Initially,
a sensing field is divided into k squares, and n sensor nodes are deployed in each square.
Then, S keys pool composed of k partial groups is made. Next, m keys from a partial
group of S are randomly assigned to each square. Each node has a shared key with BS.

GS-LEACH has also 5 steps for clustering and reporting to BS. But, clustering is per-
formed only in a grid. Each grid has an aggregator. If a node, which has not a shared
key with aggregator, a node sleeps during a round.

Thus, GS-LEACH provides almost same security strength as SecLEACH, but commu-
nication range between an aggregator and normal nodes is shorter than SecLEACH. A

node without an aggregator can reduce energy consumption.



3. Our Proposed scheme

3.1 Design of Architecture

Before discussing our proposed scheme, we will examine the architecture of our scheme to
describe simply what we have to do. We found out that the architecture of HEPQ [4] con-
sists of three categories: initial configuration, clustering that contains both the aggregator
selection and the cluster configuration, and reporting which includes data transmission to
the aggregator and to the sink. We have already explained each category in Section 2.1.1.

On the other hand, the architecture of our proposed scheme consists of four parts:
initial configuration, secure clustering, key management, and secure reporting. In initial
configuration, firstly, the proposed scheme has a wider range than HPEQ. HPEQ only
considers setting the hop count for each node. However, we have also predeployment as
initial configuration. In the predeployment, each node has embedded keys and the unique
Credential shared with the sink, we will examine in Section 4.

In the secure clustering, our scheme has two characteristics. One is that a node se-
lected with a probability threshold based on LEACH [9] will be designated as the inspec-
tor monitoring behaviors of cluster. And the other is that all members should prove their
validity to the sink.

Key management which determines the level of security uses three kinds of keys: a
global key shared with all nodes in the network, a unique key for each node used to au-
thenticate the node itself and shared with only the sink, and a cluster key shared with
cluster members including the aggregator and the inspector.

In secure reporting, if a cluster is made securely, providing confidentiality and authen-
tication of the sender is naturally feasible, due to the cluster key which shared only be-
tween the sink and cluster member nodes. Guaranteeing freshness of messages and deliv-
ery success is only needed. By the way, the original HPEQ can guarantee enough deliv-
ery ratio, even when jamming attack occurs in a way mentioned in [3]. And a nonce and
addition operation can guarantee freshness of messages.

Therefore, we will mainly focus on secure clustering and key management.



Table 3.1: Notation

REQ_EN
REP_EN
SET_AGR
AGRNTF
IDy
CN,A,I,C,S

Nonce
CK,Kg
Exe (M)
Exy (M)

Credential x

TR
AUTH_REQx

MACk, (M)

Request of the remaining amount of energy to received node
Reply message to the sender node

Message designating a node as the aggregator

Message encouraging nodes to join the aggregator

ID of node X

Aggregator candidate, aggregator, inspector, all cluster member
nodes, the sink, respectively

Randomly generated bit

Cluster key and unique key of the sink, respectively

Encrypted message M with the global key

Encrypting message M with unique key of the node X
Pseudonym of node X,

Ex,(IDx||Nonce)

The number of Transmitting and Receiving a message
Authentication token of node X,

Credentialx||Ex (IDx||TR||Nonce)

Message Authentication Code of M keyed with global or unique key of node X




REQ_EN || Ex<( ID1 || Nonceitw || Amount of Energy)

Figure 3.1: Inspector node broadcasting

3.2 Assumption and Notation

In this section, we will make some assumptions for the proper operation of the proposed
scheme. All nodes initially have the same amount of energy resources. However, the sink
has no constraint of energy resources and the computational power and is secure against
an impersonation attack of an adversary and a compromising attack. Each node has two
embedded keys: a global key and a unique key. The global key is shared with all the nodes
deployed in the field and the sink and is used to prevent an adversarial node outside a
network from joining the network. The unique key is used to authenticate the own node
and to guarantee confidentiality of the encrypted message with the unique key. We also
have another intrinsic assumption that cryptographic primitives such as the hash function,
the encryption algorithms, etc. are reliable. And the last assumption is that, in the ag-
gregator selection, probabilistically chosen inspector node has lower probability of compro-
mising itself than nodes which are candidates of the aggregator. Finally, Table sum-

marizes the notations used in this paper.

3.3 Aggregator Selection

As same as the Aggregation Selection scheme of HPEQ), a node chosen with the probability

threshold, which is called as the inspector node, broadcasts a message to neighbors called



REP_EN || Eke( IDc || Nonceis + 1)

Figure 3.2: Reply of aggregator candidates

as candidates in this step. The encrypted message with global key enables only valid nodes
to decrypt the message (Figure [3.1)).:

(1) REQ_EN, Ek(IDy||Nonce||[Amount of Energy)
Candidates only which have more amount of energy answer a message (Figure .:
(2) REP_EN,Eg,(IDcn||Nonce + 1)

Nonce is added by 1 from the original nonce for freshness of sent message.

Then, the inspector node sends SET_AGR and an encrypted message with the global
key including ID of the inspector node and Nonce adding 2 from the original one for
freshness of this message to a candidate which replies the largest amount of energy among

candidates. Sent message format is (3):
(3) SET_AGR, Ex,(IDy||Nonce + 2)

However, although the inspector node selects a candidate as the aggregator, we assume
that the inspector node do not believe the selected aggregator yet, since an adversary
can compromise a normal node and exaggeratedly inform the remaining amount of energy
resources of an adversary. Thus, inspector will ask the sink to authenticate the selected

aggregator, in the Cluster Configuration.

10



SET_AGR || Eks( ID1 || Nonceis + 2)

Figure 3.3: Designating aggregator

3.4 Cluster Configuration

After assigned as the aggregator, the aggregator floods a notification message and en-
crypted message including new Nonce to guarantee freshness. Neighbors also floods the

received message, recursively, until hop count becomes 0, according to HPEQ (Figure :
(4) AGR_NTF, Ek.(ID4||newNonce)

Children node receiving 0 of hop count answer with authentication token of children
node (Figure [3.5). the authentication token (AUTH _REQ) includes two essential factors:
Credential and TR. Credential is to prevent exposure of the cluster topology from eaves-
dropper by encrypting ID of a node and a Nonce with unique key of the sink. TR is a
remaining energy metric for observation by the sink. This metric consists of 16 bit. Half
bits are for transmission and the other is for receipt. If the number of communication is

over 8 bit, it will be set into 0, but the sink can calculate properly.
(5) Child: AUTH,REQChild

Parents, receiving reply from their children, attach their authentication token, trans-
mitting a message recursively to higher parents which sent notification message to them
before (Figure [3.5).

(5) Parent: AUTH,REQP||AUTH,REQCMM1 H [N

11
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AGR_NTF || E<( IDx || Nonce:)

Figure 3.4: Notification of aggregator

Cluster

Credentialn || Eku(IDN || The number of
Transmission and Receipt || Nonceznd+1)

Figure 3.5: Joining cluster
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AUTH_REQ1 || AUTH_REQ2 | .. || AUTH_REQN || Credentiala ||
MACK:(AUTH_REQ1 || ... || AUTH_REQN || Credentiala)

Figure 3.6: Report to inspector node

Finally, the aggregator gathers authentication tokens.

(6) AUTH_REQ:||...||AUTH_REQ,||
Credential o||MACk , (M)

And the aggregator reports the aggregated message, adding Credential of the aggre-
gator and MAC of the message, to the inspector node (Figure . The inspector node
add REP_EN sent by the aggregator and MAC keyed with unique key of the inspector

node to the aggregated message, sending it to sink through multi-hop set in the initial
configuration (Figure [3.7).

(7) AUTH_REQc||REP_EN||
Credentialr||MACk, (M)

And then, the sink authenticate the message and if the received message is valid, the
sink generates the cluster key, new nonces, and new Credentials, encrypts them with
unique keys of nodes, and transmits them (Figure [3.8).

(8) AUTH_REQc||REP_EN||
Credentialr|| M ACk, (M)

13
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P O

AUTH_REQc || REP_EN || Credentialt || MACk(AUTH_REQc || REP_EN || Credentiali)

Figure 3.7: Report to sink node

Credentialn || Ekn(Cluster key || new Credentialn)

Figure 3.8: Distribution of cluster key
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4. Security Analysis

SecLEACH and GS-LEACH have three disadvantages. Fist, when an aggregator broad-
casts a message, these protocols do not provide broadcast authentication. Next, SecLEACH
and GS-LEACH are vulnerable to some attacks caused by node compromising. The last
disadvantage is incomplete connectivity among sensor nodes.

In two protocols, firstly, an aggregator sends ID of an aggregator when broadcasting.
Then, normal node chooses a source node of the strongest signal and finds a shared key
with an aggregator by using a pseudorandom function. At this moment, if attackers have a
device with high power level like a laptop computer and attack network [12], normal nodes
misjudge that attackers are their aggregators. All sensor nodes will not work properly.

Since both SecLEACH and GS-LEACH use random key pre-distribution scheme for
key management, all sensor nodes can be compromised from only a few number of com-
promised nodes [1§].

Also, due to random key pre-distribution, both protocols do not provide complete con-
nectivity among neighboring nodes. Indeed, when an aggregator is selected, normal nodes,
which do not have the shared key with an aggregator, must take a sleep mode or directly
communicate with BS with high energy consumption.

By the way, the proposed scheme provides confidentiality, freshness, integrity and al-
most full connectivity during clustering. The proposed scheme achieves the level of se-

curity that can defend, against exaggeratedly advertised amount of energy resources by

Broadcast Secure against Connectivity Authentication
Protocol . Node among
Authentication .. . Measurement
Compromising Neighbors

SecLEACH X X YAN Key
GS-LEACH X X JAN Key

Proposed

VAN
Scheme o) o) Energy and Key

Table 4.1: Security Comparison

15




adversarial nodes outside a network, by utilizing the global key distributed to all nodes
in the network. However, using only the global key, it cannot mitigate effects of compro-
mised nodes which attempt to be the aggregator. Thus, we apply statistical calculation
from the sink with reports of the number of transmissions and receipts. From statistical
calculation of remaining amount of energy of nodes, the sink will not let an adversarial
node to be an aggregator by sending the cluster key to only valid members of the cluster
and will designate the inspector as the aggregator by sending additionally routing infor-
mation based on reported members of nodes. By using multi-hop clustering, the proposed
scheme solves LEACH families’ orphan problem.

The proposed scheme can also mitigate jamming attacks, when reporting and aggregat-
ing events, due to the path repair mechanism of PEQ [3]. The communication in HPEQ
[] is hop—by — hop communication. The sender on the path to the aggregator or the sink
sends the message. However, the destined node will not notify the sender with ACK of
destined node because of the jamming attack. The sender, then, floods SEARCH mes-
sage to find another path, but if any nodes do not answer SEARCH message, the send
will spend more energy on transmitting widely as described in [3].

However, if jamming attacks and other attacks (e.g. sybil attacks, sinkhole attack, and
selective forwarding attacks which are performed form inside with compromised nodes),
the proposed scheme cannot mitigate. Firstly, an adversary perform jamming attacks. The
sender, then, will broadcasts SEARCH message as following the path repair mechanism.
At that time, a compromised neighbor nodes of an adversary will lure the sender into
setting destination node. And then an adversary will drop or selectively send the reporting

messages.

16



5. Overhead Evaluation

We address additional computation and communication overhead from original HPEQ caused
by applying cryptographic primitives and additional messages for secure communicate. We
assume use of 128-bit AES cryptographic algorithm for encrypting/decrypting messages,
SHA-1 as a message digest algorithm. Thus, each node has to store following amounts of
keys and Credential as shown on Table [5.1] 68 byte of stored data are very small capacity,

even if a sensor node has the extremely memory-limited capacity.

Table 5.1: Size of Embedded Message Elements

Data Size (byte)
Global key 16
Unique key 16
Credential 20
Cluster key 16

Total 68

We also consider the communication overhead, which occupies the main part of energy
dissipation. According to the radio model of [9], the amount of energy consumption on
communication is affected by a transmission range and size of sent message. We, then,
try to clear size of each element in messages on each step in our proposed scheme as
represented Table

Table presents length of messages used for each step in our scheme. w, x, y, and z
denote REQ_EN, REP_EN, SET_AGR, and AGR_NTF, respectively. According to [5],
from 8 byte to 24 byte length of messages, sending messages has very small gap of energy
dissipation. Thus, we can ensure that our scheme shows almost the same amount of energy
consumption of communication, until step 4. At step 5, we have a fewer communication
overhead, since [5] presents that 32 byte length of messages increases overheads by ap-
proximately 33.55% from 24 byte length. Steps 6 and 7 cause more overheads if a sender
node do not perform segmentation. Therefore, we need to divide message length into 24
byte, because, as above mentioned, 24 byte of message length consume almost same as 8

byte for transmission. Without sending all authentication tokens to the inspector node,

17



our proposed scheme requires the same number of transmissions as original HPEQ to min-

imize additional transmission overheads.

Table 5.2: Size of Message Elements

Message Element Size (byte)
Key 16
Hashed message 20
Nonce 6
D
Amount of Energy 2
The number of Transmission

and Receipt 2

Table 5.3: Size of Messages on each step

Message Size (byte)

Step

Each element Total
S1 w+ 3 +6+4+3 (padding) w+ 16
82 x+3+6+7 (padding) x+16
S3 y+3+6+7 (padding) y+16
S4 z+3+6+7 (padding) z+16
S35 16 +3 + 2 + 6 + 5 (padding) 32
S6 (n+1)*(32) (n+1)* 32
S7 C*32+16+20 C*32+36
S8 C*32+36+y+16+20 C*32+y+72
S9 16+16+16 48

We also try to compare with other key establishment scheme HIKES [I1], which makes
WSN secure against node compromising attacks. HIKES uses partial key escrow table for
key generation. However, if the number of nodes in a cluster becomes big, an aggregator
has to transmit a large message size. In the result, life time of network will be short.
To compare with HIKES, we have some assumptions that each cryptographic primitive
has same size with our proposed scheme, a cluster is composed of 2 hops, and each node
located in 1 hop from an aggregator has 2 leaf nodes. In Figure 2 hops and 1 hop
are meaning a message size sent from a sensor node located 2 hops (or 1 hop) away from

an aggregator.
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Figure 5.1: Overhead Comparison
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6. Conclusion and Future Work

We examined requirements of applications monitoring critical conditions in WSN. Then, as
related work, we introduced several routing protocols, which are suitable for applications
monitoring critical conditions. Among introduced routing protocols, we chose HPEQ since
HPEQ provides high reliability of data reporting, good load balance in WSN, high energy
efficiency, and low latency. Also, we introduced clustering schemes for energy efficiency
in WSN, such as LEACH, SecLEACH, and GS-LEACH. As described in before, LEACH
is not concerning about security. On the other hand, SecLEACH and GS-LEACH are
composed of LEACH and random key pre-distribution scheme. By the way, SecLEACH
and GS-LEACH still have security vulnerabilities caused by random key pre-distribution
scheme and nature characteristics of LEACH. Thus, we found that SecLEACH and GS-
LEACH are vulnerable to key collision attacks and do not provide full connectivity.

Our proposed scheme provides authentication of not only an aggregator, but also all
cluster members. Simultaneously, the proposed scheme provides broadcast authentication
when selecting an aggregator among sensor nodes and full connectivity among sensor nodes
and overcomes vulnerabilities of SecLEACH and GS-LEACH caused by random key pre-
distribution scheme. Our proposed scheme uses energy level of each node as well as key
for node authentication while other schemes usually uses only the key for nodes authen-
tication in WSN. This way can be auxiliary of detecting a compromised node of an ad-
versary, since the sink can continuously be reported from the inspector node and observe
condition of the whole network. Also, the proposed scheme satisfies general security re-
quirements, such as confidentiality with encryption, message integrity with MAC, node
authentication as mentioned before, and message freshness with nonce. Despite provided
security, our scheme has high energy efficiency.

While clustering among sensor nodes, an inspector node are designated for monitoring
misbehavior of a cluster. A selected inspector node as IDS in WSN reports misbehavior of
cluster to a sink. Then, a sink revokes suspected an aggregator of a cluster and promotes
an inspector node a new aggregator.

By the way, we did not mention how the inspector node can be used for detecting
abnormal behavior of a cluster. We believe that defining how to use inspector node as
IDS in WSN is related to another research area. Thus, in this thesis, we mention what

kinds of factors are required to research on how to use inspector node as IDS. we have

20



to firstly define attacking models and survey other works related to IDS for comparison.
Next, we should define attacking models on our proposed scheme and develop detection

models. Then, the in-depth simulation and implementation also need to be verified.
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