
A Thesis for the Degree of Master of S
ien
e
A Study on Key ManagementS
hemes for Wireless Sensor Networks

Jaemin ParkS
hool of EngineeringInformation and Communi
ations University2006



A Study on Key ManagementS
hemes for Wireless Sensor Networks



A Study on Key ManagementS
hemes for Wireless Sensor NetworksAdvisor : Professor Kwangjo KimbyJaemin ParkS
hool of EngineeringInformation and Communi
ations UniversityA thesis submitted to the fa
ulty of Information and Commu-ni
ations University in partial ful�llment of the requirements forthe degree of Master of S
ien
e in the S
hool of Engineering
Daejeon, KoreaDe
. 23. 2005Approved by (signed)Professor Kwangjo KimMajor Advisor



A Study on Key ManagementS
hemes for Wireless Sensor Networks
Jaemin Park

We 
ertify that this work has passed the s
holasti
 standardsrequired by Information and Communi
ations University as athesis for the degree of Master of S
ien
e De
. 23. 2005
Approved:Chairman of the CommitteeKwangjo Kim, ProfessorS
hool of EngineeringCommittee MemberJae-Choon Cha, Assistant ProfessorS
hool of EngineeringCommittee MemberSeung-Hun Jin, Ph.DEle
troni
s and Tele
ommuni
ations Resear
h Institute



M.S.20042017 Jaemin ParkA Study on Key Management S
hemes for Wireless SensorNetworksS
hool of Engineering, 2006, 48p.Major Advisor : Prof. Kwangjo Kim.Text in English
Abstra
tIn the ubiquitous environment, Wireless Sensor Network (WSN) is themost important infrastru
ture. WSN usually 
onsists of a large number of tinysensor nodes with limited 
omputation 
apa
ity, memory spa
e and powerresour
e. Typi
ally, WSNs are deployed at high density in regions requiringsurveillan
e and monitoring. In military appli
ations, sensor nodes may bedeployed in unattended or hostile environments su
h as battle�elds. Indi-vidually, ea
h sensor node senses many interesting phenomena with simple
omputations and transfers this information to others or base-station usingwireless 
ommuni
ation 
hannel.WSNs are, therefore, vulnerable to various kinds of mali
ious atta
ks likeeavesdropping, masquerading, traÆ
-analysis, et
. Hen
e, it is important toprote
t 
ommuni
ations among sensor nodes to maintain message 
on�den-tiality and integrity. However, for this, the utilization of publi
 key 
ryptosys-tems is infeasible sin
e sensor nodes su�er from resour
e 
onstraints like lowpower, limited 
omputation 
apability, 
ommuni
ation, et
. Therefore, thesymmetri
 key 
ryptosystems are usually fa
ilitated for WSNs to establishthe se
ure 
ommuni
ation 
hannel between sensor nodes. Hen
e, re
ent re-sear
hes mainly fo
us on the eÆ
ient key pre-distribution s
heme for sharingi



the se
ret keys between sensor nodes to utilize the symmetri
 
ryptosystems.Re
ently, many random key pre-distribution s
hemes [14, 11, 8, 7, 18, 19℄have been proposed. The main advantage of random key pre-distributions
hemes is that 
ommuni
ation 
osts per sensor node are 
onstant regardlessof the total number of sensor nodes in the WSN. Random key pre-distributionwas �rst proposed by Es
henauer et al.. Chan et al. extended this s
heme toenhan
e the se
urity and resilien
e of the network using q-
ompositeness. Duet al. and Liu et al. further extended random key pre-distribution approa
hto pairwise key pre-distribution approa
h in whi
h the shared key between anytwo sensors is uniquely 
omputed so that the resilien
e against node 
aptureis signi�
antly improved. They also proposed the s
hemes whi
h fa
ilitatethe lo
ation of ea
h sensor node as pre-deployment knowledge.However, the existing s
hemes still require ea
h sensor node to be loadedwith a large number of keys for large s
ale WSNs. Also, in the 
ase of uti-lization of pre-deployment knowledge su
h as lo
ation, although a WSN isdeployed via random s
attering in the group-manner, a
tually it's diÆ
ultthat the s
hemes know beforehand whi
h nodes will be within 
ommuni
a-tion range of ea
h other after deployment. Even if the sensor nodes are de-ployed by hand, the large number of sensor nodes involved makes it 
ostly topre-determine the lo
ation of every individual sensor node in ea
h group. Fur-thermore, sin
e real operational me
hanisms of WSNs by whi
h nodes transittheir states periodi
ally are not taken into 
onsideration 
arefully while de-signing key management s
hemes, redundant key assignments for ea
h sensornode 
an be happened.In this thesis, to solve the drawba
ks of previous s
hemes, we propose anovel key management s
heme that exploits new pre-deployment knowledge,state of sensors, whi
h 
an be predi
table probabilisti
ally. Before proposingour s
heme, we 
lassify the state of ea
h sensor nodes as only two states, sleepand a
tive. The sensor nodes in sleep-state are unable to send and re
eivedata so they 
annot 
ommuni
ate with the external world, and vi
e versa ifii



sensor nodes in a
tive-state. We also de�ne the A
tive-State Group (ASG) asthe set of sensor nodes whi
h have high probabilities to be in a
tive-state atthe same time-interval, and model the probability that ea
h ASG is in a
tive-state as 1-D Gaussian distribution. Through this modeling, nodes whi
h havehigh probabilities to be in a
tive-state at the same time 
an share more keysso that the proposed s
heme requires smaller number of keys for ea
h sensornode to 
arry. Sin
e the number of required keys is redu
ed, our s
hemeis more resilient against node 
aptures and requires less memory spa
e forstoring keys. The probability that any two nodes whi
h are in a
tive-state atgiven time-interval share at least one 
ommon key is modeled mathemati
allyusing the probability distribution fun
tion, 
ombination, et
. The analysis ofour proposed s
heme shows the better performan
e and se
urity strength thanother s
hemes.

iii
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Chapter 1Introdu
tion1.1 Wireless Sensor NetworksWireless Sensor Networks (WSNs) have re
ently 
ome into prominen
e be-
ause they hold the potential to revolutionize many segments of our e
onomyand life, from environmental monitoring and 
onservation, to manufa
turingand business asset management, to automation in the transportation andhealth-
are industries. In the near future, tiny, dirt-
heap sensors may beliterally sprayed onto roads, walls, or ma
hines, 
reating a digital skin thatsenses a variety of physi
al phenomena of interest: monitor pedestrian or ve-hi
ular traÆ
 in human-aware environments for environmental 
onservation,dete
t forest �res to aid rapid emergen
y response, and tra
k job 
ows andsupply 
hains in smart fa
tories.All WSNs have 
ertain fundamental features in 
ommon. Perhaps mostessential is that they are embedded in the real world. Sensors dete
t theworld's physi
al nature, su
h as light intensity, temperature, sound, or prox-imity to obje
ts. Similarly, a
tuators a�e
t the world in some way, su
h astoggling a swit
h, making a noise, or exerting a for
e. WSNs usually 
onsistof a large number of tiny nodes. Individually, ea
h node is autonomous andhas short range; 
olle
tively, they are 
ooperative and e�e
tive over a largearea.Typi
ally, sensor nodes are spread randomly over the deployment regionunder s
rutiny and 
olle
t sensor data. Examples of WSN proje
ts in
lude1



SmartDust[12℄ and WINS[20℄. WSNs are being deployed at high densityin regions requiring surveillan
e and monitoring. In military appli
ations,sensor nodes may be deployed in unattended or hostile environments su
has battle�elds. Individually, ea
h sensor senses many interesting phenomenaand transfers the information to others using inse
ure wireless 
ommuni
ation
hannel.However, WSN also introdu
e a
ute resour
e 
onstraints due to the la
kof data storage and power. Both of these represent major obsta
les to theimplementation of traditional 
omputer se
urity te
hniques in a WSN. Theunreliable 
ommuni
ation 
hannel and unattended operation make the se
u-rity defenses even harder.1.2 Our ContributionTo provide se
urity in WSN, 
ommuni
ation should be en
rypted and authen-ti
ated. An open resear
h issue is how to bootstrap se
ure 
ommuni
ationsamong sensor nodes, i.e. how to set up se
ret keys among 
ommuni
atingnodes? This key agreement problem is a part of key management prob-lem, whi
h has been widely studied in general network environments. Thereare three types of general key agreement s
hemes: trusted-server s
heme,self-enfor
ing s
heme, and key pre-distribution s
heme. The trusted-servers
heme depends on a trusted server for key agreement between nodes. Thistype of s
heme is not suitable for WSN sin
e there is usually no trustedinfrastru
ture in WSN. The self-enfor
ing s
heme depends on asymmetri

ryptography, su
h as key agreement using publi
 key 
erti�
ates. However,limited 
omputation and energy resour
es of sensor node often make it infea-sible to use publi
 key algorithms, su
h as DiÆe-Hellman key agreement orRSA. The third type of key agreement s
heme is key pre-distribution, wherekey information is distributed among all sensor nodes prior to deployment.There exist a number of key pre-distribution s
hemes. A naive solution2



is to let all the nodes 
arry a master se
ret key. Any pair of nodes 
anuse this global master se
ret key to a
hieve key agreement and obtain anew pairwise key. This s
heme does not exhibit desirable network resilien
e:if one node is 
ompromised, the se
urity of the entire sensor network willbe 
ompromised. Some existing studies suggest storing the master key intamper-resistant hardware to redu
e the risk, but this in
reases the 
ost andenergy 
onsumption of ea
h sensor. Furthermore, tamper-resistant hardwaremight not always be safe. Another key pre-distribution s
heme is to let ea
hsensor 
arry N � 1 se
ret pairwise keys, ea
h of whi
h is known only to thissensor and one of the other N � 1 sensors (assuming N is the total numberof sensors). The resilien
e of this s
heme is perfe
t be
ause 
ompromisingone node does not a�e
t the se
urity of 
ommuni
ations among other nodes;however, this s
heme is impra
ti
al for sensors with an extremely limitedamount of memory be
ause N 
ould be large. Moreover, adding new nodesto a pre-existing sensor network is diÆ
ult be
ause the existing nodes do nothave the new nodesï keys.In this thesis, we mainly fo
us on the random key pre-distribution s
hemesfor WSN, whi
h is one of the prominent resear
h areas in key pre-distributions
heme. Here, a variety of previous s
hemes are surveyed and the drawba
ks ofthem are dis
ussed. Further, to address these problems of previous s
hemes,we propose a novel random key pre-distribution s
heme that exploits newdeployment knowledge, state of sensors. Our proposed s
heme 
an avoidredundant key assignments and redu
e the number of required keys that ea
hsensor node should 
arry while supporting higher 
onne
tivity and betterresilien
e against node 
aptures. The analysis of our proposed s
heme showsthe better performan
e and se
urity strength than the previous s
hemes.
3



1.3 Organization of the thesisThe remainder of the thesis is organized as follows:In Chapter 2, we introdu
e the basi
 knowledge about WSN su
h as termsand 
on
epts, appli
ations, and operational paradigms of WSN. Espe
ially,we dis
uss about obsta
les and se
urity threats of WSN whi
h should be
onsidered and addressed when 
onstru
ting the se
urity s
hemes for WSN.The existing key pre-distribution s
hemes and their drawba
ks are des
ribedin this 
hapter.We propose our s
heme in Chapter ??. Addressing the short
omingsof previous s
hemes requires redu
ing the number of keys that ea
h sensorshould 
arry by removing redundant key assignments. For this obje
tive, wepropose the s
heme makes the sensor nodes that have high probability to bein a
tive-state at the same time share more keys than others.In Chapter ??, we analyze our proposed s
heme with respe
t to the 
on-ne
tivity, se
urity, memory usage, et
. These 
riteria are seriously a�e
tedby the number of required keys that ea
h sensor node should 
arry beforedeployment. For ea
h analysis, we 
ompare the proposed s
heme with theexisting s
hemes.Finally, we 
on
lude and dis
uss about future works in Chapter ??.

4



Chapter 2Preliminaries2.1 WSN Ba
kground2.1.1 Overview

Figure 2.1: Overview of Wireless Sensor NetworksAs shown in Figure 2.1, WSN usually 
onsists of a large number of tinysensor nodes, whi
h are equipped with limited 
omputing and radio 
om-muni
ation 
apabilities. They operate in various kinds of �elds, performingtasks su
h as environmental monitoring and surveillan
e. A typi
al network
on�guration is 
omposed of sensors working unattended and transmittingtheir observation values to some pro
essing or 
ontrol 
enter, the so-
alledbase station, whi
h serves as a user interfa
e. Due to the limited transmis-5



sion range, sensors that are far away from the base station deliver their datathrough multihop 
ommuni
ations, i.e., using intermediate nodes as relays.Simple appli
ation s
enario of WSN 
an be as follows: When nodes sensessome interest phenomena su
h as an invader, et
., they perform some simple
omputations and then forward data to upstream nodes for aggregation. Afterdata aggregation is 
ompleted, data is transmitted to the base station forfuture and valuable usage of the 
olle
ted data. For instan
e, this data maybe fa
ilitated for 
alling the poli
y dire
tly after sensing the fa
t that here
omes an intruder.Sin
e every 
ommuni
ation between sensor nodes is transmitted via un-reliable wireless 
ommuni
ation 
hannel, the data is vulnerable to the eaves-dropping atta
k done by adversaries. If sensitive data is not en
rypted, thena loss of 
on�dentiality may o

ur if someone passively monitors the trans-missions emanating from the WSN. Furthermore, without applying authen-ti
ation me
hanism to WSN, data aggregation is also vulnerable to replayatta
k sin
e authenti
ating of its downstream peers be
omes a 
riti
al issue.Besides, DoS, spoo�ng, resour
e-exhaustion atta
k, et
., 
an be the potentialatta
ks for WSN[6℄.To address these se
urity threats, se
ret key should be pre-loaded to ea
hsensor for guaranteeing the se
ure operation of WSN. Therefore, se
ure keymanagement, espe
ially key pre-distribution arises as a prominent resear
harea for WSN. The key pre-distribution means that key information is dis-tributed among all sensor nodes prior to deployment.2.1.2 Key De�nitions of WSNWSN is an interdis
iplinary resear
h area that draws on 
ontributions fromsignal pro
essing, networking and proto
ols, databases and information man-agement, distributed algorithms, and embedded systems and ar
hite
ture. Inthe following, we de�ne a number of key terms and 
on
epts that will be used6



throughout this thesis.� Sensor : A transdu
er that 
onverts a physi
al phenomenon su
h asheat, light, sound, or motion into ele
tri
al or other signals that maybe further manipulated by other apparatus.� Sensor node: A basi
 unit in a WSN, with on-board sensors, pro
essor,memory, wireless modem, and power supply. It is often abbreviated asnode. When a node has only a single sensor on board, the node is some-times also referred to as a sensor, 
reating some 
onfusion. Throughoutthis thesis, we use the terms sensor, sensor nodes, and nodes inter-
hangeably.� Network topology : A 
onne
tivity graph where nodes are sensor nodesand edges are 
ommuni
ation links. In a wireless network, the linkrepresents a one-hop 
onne
tion, and the neighbors of a node are thosewithin the radio range of the node.� Task : Either high-level system tasks whi
h may in
lude sensing, 
om-muni
ation, pro
essing, and resour
e allo
ation, or appli
ation taskswhi
h may in
lude dete
tion, 
lassi�
ation, lo
alization, or tra
king.� Resour
e: Resour
es in
lude sensors, 
ommuni
ations links, pro
essors,on-board memory, and node energy reserves. Resour
e allo
ation as-signs resour
es to tasks, typi
ally optimizing some performan
e obje
-tive.� Evaluation metri
: A measurable quantity that des
ribes how well thesystem is performing on some absolute s
ale. Examples in
lude pa
ketloss (system), network dwell time (system), tra
k loss (appli
ation),false alarm rate (appli
ation), probability of 
orre
t asso
iation (ap-pli
ation), lo
ation error (appli
ation), probability of key sharing (ap-pli
ation), or pro
essing laten
y (appli
ation/system). An evaluation7



method is a pro
ess for 
omparing the value of applying the metri
s onan experimental system with that of some other ben
hmark system ors
hemes.2.1.3 WSN Appli
ationsWSN is designed to perform a set of high-level information pro
essing taskssu
h as dete
tion, tra
king, or 
lassi�
ation. Measures of performan
e forthese tasks are well de�ned, in
luding dete
tion of false alarms or misses, 
las-si�
ation errors, and tra
k quality. Appli
ations of WSN are widely spread-ing and 
an vary signi�
antly in appli
ation requirements, modes of deploy-ment(e.g., ad ho
 versus instrumented environment), sensing modality, ormeans of power supply (e.g., battery versus wall-so
ket). Sample 
ommer
ialand military appli
ations in
lude:� Environmental monitoring (e.g., traÆ
, habitat, se
urity)� Industrial sensing and diagnosti
s (e.g., applian
es, fa
tory, supply 
hains)� Infrastru
ture prote
tion (e.g., power grids, water distribution)� Battle�eld awareness (e.g., multitarget tra
king)� Context-aware 
omputing (e.g., intelligent home, responsive environ-ment)2.1.4 Se
urity Threats To A WSNThere are many vulnerabilities and threats to a WSN. They in
lude outagesdue to equipment breakdown and power failures, non-deliberate damage fromenvironmental fa
tors, physi
al tampering, and information gathering. In [6℄,several se
urity threats to a WSN are identi�ed. Here, we brie
y des
ribe thevulnerabilities and se
urity threats to a WSN as follows:8



Passive Information GatheringIf 
ommuni
ations between sensors, or between sensors and intermediatenodes or 
olle
tion points are in the 
lear, then an intruder with an ap-propriately powerful re
eiver and well designed antenna 
an passively pi
k o�the data stream.Subversion of a NodeIf a node is 
aptured, it may be tampered with, ele
troni
ally interrogated andperhaps 
ompromised. On
e 
ompromised, the sensor node may dis
lose its
ryptographi
 keying material and a

ess to the higher levels of 
ommuni
a-tion and sensor fun
tionality may be available to the atta
ker. Se
ure sensornodes, therefore, must be designed to be tamper proof and should rea
t totampering in a fail 
omplete manner where 
ryptographi
 keys and programmemory are erased. Moreover, the se
ure sensor needs to be designed so thatits emanations do not 
ause sensitive information to leak from the sensor.False NodeAn invader might \add" a node to a system and feed false data or blo
kthe passage of true data. Typi
ally, a false node is a 
omputationally robustdevi
e that impersonates a sensor node.While su
h problems with mali
ious hosts have been studied in distributedsystems, as well as ad-ho
 networking, the solutions proposed (group keyagreements, quorums and per hop authenti
ation) are in general too 
ompu-tationally demanding to work for sensors.Node Malfun
tionA node in a WSN may malfun
tion and generate ina

urate or false data.Moreover, if the node serves as an intermediary, forwarding data on behalf of9



other nodes, it may drop or garble pa
kets in transit. Dete
ting and 
ullingthese nodes from the WSN be
omes an issue.Node OutageIf a node serves as an intermediary or 
olle
tion and aggregation point, whathappens if the node stops fun
tioning? The proto
ols employed by the WSNneed to be robust enough mitigate the e�e
ts of outages by providing alternateroutes.Message CorruptionAtta
ks against the integrity of a message o

ur when an intruder insertsthemselves between the sour
e and destination and modify the 
ontents of amessage.Denial of Servi
e(DoS)A DoS on a WSN may take several forms. Su
h an atta
k may 
onsist ofa jamming the radio link, 
ould exhaust resour
es or misroute data illegally.Karlof and Wagner [5℄ identi�ed several DoS atta
ks in
luding: \Bla
k Hole",\Resour
e Exhaustion", \Sinkholes", \Indu
ed Routing Loops", \Wormholes",and \Flooding" that are dire
ted against the routing proto
ol employed bythe WSN.TraÆ
 AnalysisAlthough 
ommuni
ations might be en
rypted, an analysis of 
ause and e�e
t,
ommuni
ations patterns and sensor a
tivity might reveal enough informationto enable an adversary to defeat or subvert the mission of WSN. Addressingand routing information transmitted in the 
lear often 
ontributes to traÆ
analysis. 10



2.1.5 WSN Operational ParadigmsWSNs are 
ategorized a

ording to its operational paradigm[6℄. Some mod-els of operation are simple; the sensor takes some observations and blindlytransmits the data. Other operational are 
omplex and in
lude algorithms fordata aggregation and data pro
essing. In order to dis
uss se
urity measuresfor a WSN sensibly, one must know the threats that must be defended, andequally important, those that need not be provided for. It is impossible toprote
t the WSN against all possible atta
ks. One must sele
t a model ofthe adversary's 
apabilities. Therefore, in the rest part of this subse
tion,we brie
y des
ribe the operational paradigms that a WSN may use and 
or-responding vulnerabilities. In ea
h 
ase, we assume that there exits a basestation.Simple Colle
tion and TransmittalThe sensor nodes senses periodi
ally and transmit the asso
iated data dire
tlyto the 
olle
tion point. Transmission o

urs either immediately followingdata 
olle
tion or is s
heduled at some periodi
 interval. In this paradigmea
h node is only 
on
erned with its transmission to the base station, whi
his assumed to be within range. Thus, any notion of routing or 
o-operationamong nodes is absent from this paradigm.This operational paradigm is vulnerable to atta
ks dire
ted against theLink Layer. DoS atta
ks in
lude jamming the radio frequen
y and 
ollisionindu
tion. It is also vulnerable to spoo�ng atta
ks in whi
h a 
ounterfeitdata sour
e broad
asts spurious information. If the data in a plaintext formis 
onsidered to be sensitive, a loss of 
on�dentiality may o

ur if someonepassively monitors the transmissions emanating from the WSN. Reply atta
kin whi
h an adversary transmits old and/or false data to nodes in the WSN
an also be mounted on the six paradigms dis
ussed here.11



ForwardingSensors 
olle
t and transmit data to one or more neighboring sensors thatlie on a path to the base station. In turn, the intermediate sensors forwardthe data to the 
olle
tion point or to additional neighbors. Regardless of thelength of the path, the data eventually rea
hes the 
olle
tion point. Unlike the�rst paradigm, 
o-operation among nodes in \routing" the data to the basestation is part of this paradigm. That is, a node that re
eives data intendedfor the base station attempts to transmit the same toward the latter, insteadof throwing the data away.In addition to the vulnerabilities identi�ed under the Simple Colle
tionand Transmittal paradigm, this method is also vulnerable to Bla
k Hole, DataCorruption and Resour
e Exhaustion atta
ks. In a Bla
k Hole atta
k, thesensor node that is responsible for forwarding the data drops pa
kets insteadof forwarding them. A Data Corruption atta
k o

urs when the intermediatenode modi�es transient data prior to forwarding it. These atta
ks requirethat the node be subverted or that a foreign, mali
ious node be su

essfullyinserted into the network. A Resour
e Exhaustion atta
k o

urs when anatta
ker mali
iously transmits an inordinate amount of data to be forwarded,
onsequently 
ausing the intermediate node(s) to exhaust their power supply.Re
eive and Pro
ess CommandsIn this paradigm, sensors re
eive 
ommand from a base station, either di-re
tly or via forwarding, and 
on�gure or re-
on�gure themselves based onthe 
ommands. This ability to pro
ess 
ommands is in addition to that oftransmitting unsoli
ited data to the base station and helps in 
ontrollingthe amount of data handled by the WSN. In this model, the 
ommuni
ationparadigm 
hanges from being ex
lusively many-to-one to now in
lude one-to-many 
ommuni
ation whi
h means that whereas in the former, the datatransmitted was intended only for the base station, in the latter, the data12



(i.e., 
ommand) is appli
able to one or more sensor nodes. Commands maybe broad
ast to the entire WSN or may be uni
ast to a single sensor. If uni-
ast messaging is employed, then some form of addressing of ea
h individualnode needs to be employed. However, no guarantees on the uni
ast messagea
tually rea
hing the intended re
ipient 
an be given, be
ause none of thenodes in the WSN may be aware of either route(s) to the re
ipient or thetopology of the WSN.In addition to being vulnerable to all of the previously mentioned atta
ks,the Re
eive and Pro
ess Commands paradigm is also vulnerable to atta
kswhere an adversary impersonates the base station and issues spurious 
om-mands.Self-OrganizationUpon deployment, the WSN self organizes, and a 
entral base station(s) learnsthe network topology. Knowledge of the topology may remain at the basestation or it may be shared, in whole or in part, with the nodes of the WSN.This paradigm may in
lude the use of more powerful sensors that serve as
luster heads for small 
oalitions within the WSN.This paradigm requires a strong notion of routing, therefore, in additionto being vulnerable to all of the previously introdu
ed atta
ks, this paradigmis vulnerable to atta
ks against the routing proto
ol. These atta
ks in
ludeIndu
ed Routing Loops, Sinkholes, Wormholes and HELLO Flooding.Data AggregationNodes in the WSN aggregate data from downstream nodes, in
orporatingtheir own data with the in
oming data. The 
omposite data is then forwardedto a 
olle
tion point.This paradigm is parti
ularly vulnerable to replay atta
ks sin
e the au-thenti
ation of its downstream peers be
ome an issue. In the previous paradigms,13



the authenti
ation of the sensor node was left to the base station, whi
h is notan issue be
ause the base stations are robust and 
onsiderably more powerfulthan the sensor nodes. In this paradigm, ea
h sensor node that utilizes datafrom another sensor node now 
an not just forward the data as re
eived, andtherefore must ensure that the data is provided by an authorized member ofthe WSN.Optimization: Flexibility and AdaptionPredi
ated upon their own measurements and upon the values of in
omingdata, this paradigm requires that the sensors in the WSN make de
isions.For instan
e, a de
ision may be whether to perform a 
al
ulation or a
quirethe needed value from a peer. Therefore nodes 
an provide that the peer hasthe value and that knowledge is known in advan
e by the requester.This operational paradigm shares the same se
urity 
on
erns and issuesas does the Data Aggregation paradigm.2.1.6 Obsta
les of WSN Se
urityA WSN is a spe
ial network whi
h has many 
onstraints 
omparing to thetraditional 
omputer network. Due to these 
onstraints it is diÆ
ult to di-re
tly employ the existing se
urity approa
hes to the area of wireless sensornetworks. Therefore, to develop useful se
urity me
hanisms while borrowingthe ideas from the 
urrent se
urity te
hniques, it is ne
essary to know andunderstand these 
onstraints �rst.Very Limited Resour
esAll se
urity approa
hes require a 
ertain amount of resour
es for the im-plementation, in
luding data memory, 
ode spa
e, and energy to power thesensor. However, 
urrently these resour
es are very limited in a tiny wirelesssensor. 14



� Limited Memory and Storage Spa
e A sensor is a tiny devi
e withonly a small amount of memory and storage spa
e for the 
ode. In orderto build an e�e
tive se
urity me
hanism, it is ne
essary to limit the 
odesize of the se
urity algorithm. For example, one 
ommon sensor typehas an 8-bit, 4MHz CPU only with only 8K (total) of memory and diskspa
e. With su
h a limitation, the software built for the sensor mustalso be quite small. The total available 
ode spa
e of TinyOS, the de-fa
to operating system for wireless sensors, is just about 4K, and the
ore s
heduler o

upies only 178 bytes. Therefore, the 
ode size for theall se
urity related 
ode must also be small.� Power Limitation Energy is the biggest 
onstraint to wireless sensor
apabilities. We assume that on
e sensor nodes are deployed in a WSN,they 
annot be easily repla
ed (high operating 
ost) or re
harged (high
ost of sensors). Therefore, the battery 
harge taken with them to the�eld must be 
onserved to extend the life of the individual sensor nodeand the entire WSN. When implementing a 
ryptographi
 fun
tion orproto
ol within a sensor node, the energy impa
t of the added se
urity
ode must be 
onsidered. When adding se
urity to a sensor node, weare interested in the impa
t that se
urity has on the lifespan of a sen-sor (i.e., its battery life). The extra power 
onsumed by sensor nodesdue to se
urity is related to the pro
essing required for se
urity fun
-tions (e.g., en
ryption, de
ryption, signing data, verifying signatures),the energy required to transmit the se
urity related data or overhead(e.g., initialization ve
tors needed for en
ryption/de
ryption), and theenergy required to store se
urity parameters in a se
ure manner (e.g.,
ryptographi
 key storage).
15



Unreliable Communi
ationCertainly, unreliable 
ommuni
ation is another threat to sensor se
urity. These
urity of the network relies heavily on a de�ned proto
ol, whi
h in turndepends on 
ommuni
ation.� Unreliable Transfer Normally the pa
ket-based routing of WSN is
onne
tionless and thus inherently unreliable. Pa
kets may get dam-aged due to 
hannel errors or dropped at highly 
ongested nodes. This
auses lost or missing pa
kets. Furthermore, the unreliable wireless
ommuni
ation 
hannel also results in damaged pa
kets. Higher 
han-nel error rate also for
es the software developer to devote resour
es toerror handling. More importantly, if the proto
ol la
ks the appropriateerror handling it is possible to lose 
riti
al se
urity pa
kets. This mayin
lude, for example, a 
ryptographi
 key.� Con
i
ts Even if the 
hannel is reliable, the 
ommuni
ation may stillbe unreliable. This is due to the broad
ast nature of WSN. If pa
ketsmeet in the middle of transfer, 
on
i
ts will o

ur in an interruptedtransfer. In a 
rowded (high density) WSN, this 
an be a major prob-lem.� Laten
y The multi-hop routing, network 
ongestion, and node pro-
essing 
an lead to the laten
y of the network, thus make it diÆ
ult toa
hieve the syn
hronization among sensor nodes. The syn
hronizationissues 
an be 
riti
al to sensor se
urity where the se
urity me
hanismrelies on 
riti
al event reports and 
ryptographi
 key distribution.Unattended OperationDepending on the fun
tion of the parti
ular WSN, the sensor nodes may beleft unattended for long periods of time. There are three main 
aveats tounattended sensor nodes: 16



� Exposure to Physi
al Atta
ks The sensor may be deployed in anenvironment open to adversaries, bad weather, and so on. The likeli-hood of a sensor to 3 su�er a physi
al atta
k in su
h an environment istherefore mu
h higher than the typi
al PCs, whi
h is lo
ated in a se
urepla
e and mainly fa
es atta
ks from a network.� Managed Remotely Remote management of WSN makes it virtu-ally impossible to dete
t physi
al tampering (i.e., through tamper-proofseals) and physi
al maintenan
e issues (e.g., battery repla
ement). Per-haps the most extreme example of this is a sensor node used for remotere
onnaissan
e missions behind enemy lines. In su
h a 
ase, the nodemay not have any physi
al 
onta
t with friendly for
es on
e deployed.� No Central Management Point A WSN should be a distributednetwork without a 
entral management point. This will in
rease thevitality of the WSN. However, if designed in
orre
tly, it will make thenetwork organization diÆ
ult, ineÆ
ient, and fragile.Perhaps most importantly, the longer that a sensor is left unattended themore likely that an adversary has 
ompromised the node.2.2 Related WorksAs we dis
ussed in the previous se
tion, WSN su�ers from a variety of se-
urity threats. In this thesis, we mainly fo
us on the eavesdropping andphysi
al atta
ks on sensor nodes. To prevent these threats, en
ryption of allmessages should be supported. Therefore, sensor nodes should share some
ryptographi
 keys for en
ryption. For this, robust and se
ure key manage-ment s
heme is required sin
e WSN has a resour
e 
onstraints. Also, themethod to minimize the damage 
aused by the physi
al atta
ks like node
apture should be 
onsidered while designing the se
urity s
hemes.17



Es
henauer et al. re
ently proposed a random key pre-distribution s
heme:before deployment, ea
h sensor node re
eives a random subset of keys froma large key pool. To agree on a key for 
ommuni
ation, two nodes �nd one
ommon key within their subsets and use that key as their shared se
ret key.Es
henauer et al.'s s
heme is further improved by Chan et al., by Du et al.,and by Liu et al..In this se
tion, we brie
y introdu
e the famous key management s
hemesfor WSN. Furthermore, we dis
uss about the problems for previous s
hemesin detail.2.2.1 Es
henauer et al.'s S
hemeEs
henauer et al. �rst proposed a random key pre-distribution s
heme[14℄.Let m denote the number of distin
t 
ryptographi
 keys that 
an be storedon a sensor node. This s
heme works as follows: Before sensor nodes aredeployed, an initialization phase is performed. In the initialization phase, arandom pool (set) of keys S is sele
ted from the total possible key spa
e. Forea
h node, m keys are randomly sele
ted from the key pool S and stored intothe node's memory. This set of m keys is 
alled the node's key ring. The
ardinality of a key pool, jSj, is 
hosen su
h that two random subsets of sizem in S will share at least one 
ommon key with some probability p.After the deployment of all sensor nodes, a key-setup phase is performed.The nodes �rst perform key-dis
overy to �nd out with whi
h of their neighborsthey share a key. Su
h key dis
overy 
an be performed by assigning a shortidenti�er to ea
h key prior to deployment, and having ea
h node broad
astits set of identi�ers. Nodes whi
h dis
over that they 
ontain a shared keyin their key rings 
an then verify that their neighbor a
tually holds the keythrough a 
hallenge-response proto
ol. The shared key then be
omes the keyfor that link.After key-set is 
omplete, a 
onne
ted graph of se
ure links is formed.18



Nodes 
an then set up path keys with nodes in their vi
inity whom they didnot happen to share keys with in their key rings. If the graph is 
onne
ted,a path 
an be found from a sour
e node to its neighbor. The sour
e node
an then generate a path key and send it se
urely via the path to the targetnode.2.2.2 Chan et al.'s S
hemeIn Es
henauer et al.'s s
heme, any two neighboring nodes need to �nd asingle 
ommon key from their key rings to establish a se
ure link in the key-setup phase. Chan et al. further extended Es
henauer et al.'s s
heme usingq-
ompositeness. By in
reasing the amount of keys overlap required for key-setup, the network resilien
e against node 
aptures is improved.Then, let's take a look at this s
heme in detail. The operation of theq-
omposite keys s
heme is similar to that of the Es
henauer et al.'s s
heme,di�ering only in the size of the key pool S and the fa
t that multiple keys areused to establish 
ommuni
ations instead of just one.In the initialization phase, a set S of random keys is sele
ted from thetotal key spa
e. For ea
h node, m keys are randomly sele
ted from S (wherem is the number of keys that ea
h node 
an 
arry in its key ring) and storedinto the node's key ring.In the key-setup phase, ea
h node must dis
over all 
ommon keys it pos-sesses with ea
h of its neighbors. This 
an be a

omplished with a simple lo
albroad
ast of all key identi�ers that a node possesses. While broad
ast-basedkey dis
overy is straightforward to implement, it has the disadvantage thata 
asual eavesdropper 
an identify the key sets of all the nodes in a networkand thus pi
k up an optimal set of nodes to 
ompromise in order to dis
overa large subset of the key pool S. A more se
ure, but slower, method of keydis
overy 
ould utilize 
lient puzzles su
h as a Merkle puzzle[17℄. Ea
h node
ould issue m 
lient puzzles (one for ea
h of the m keys) to ea
h neighboring19



node. Any node that responds with the 
orre
t answer to the 
lient puzzle isthus identi�ed as knowing the asso
iated key.After key dis
overy was �nished, ea
h node 
an identify every neighbornode with whi
h it shares at least q keys. Let the number of a
tual keysshared be q0, where q0 � q. A new 
ommuni
ation link key K is generatedas the hash of all shared keys, e.g., K = hash(k1jjk2jj : : : kq0). The keys arehashed in some 
anoni
al order, for example, based on the order they o

urin the original key pool S. Key-setup is not performed between nodes thatshare fewer than q keys.Now, we introdu
e how to 
al
ulate the 
riti
al parameter jSj, the sizeof the key pool. If the key pool size is too large, then the probability thatany two nodes sharing at least q keys would be less than p (the probabilityof Es
henauer et al.'s s
heme), and the network may not be 
onne
ted afterbootstrapping is 
omplete. If the key pool size is too small, then se
urity 
anbe unne
essarily sa
ri�
ed. Therefore, a key pool size should be 
hosen su
hthat the probability of any two nodes sharing at least q keys is � p. Let m bethe number of keys that any node 
an hold in its key ring. Then, the largestS su
h that any two random samples of size m from S has at least q elementsin 
ommon, with a probability of at least p needs to be found.2.2.3 Pairwise Key Establishment S
hemeIn the random key pool distribution s
hemes des
ribed above, keys 
an beissued multiple times out of the key pool, and node-to-node authenti
ation isnot possible[11℄. In 
ontrast, pairwise key distribution assigns a unique keyto ea
h pair of nodes. We review several di�erent approa
hes for pairwise keydistribution: the random pairwise key s
heme by Chan et al.[11℄, the single-spa
e pairwise key distribution approa
hes by Blom[16℄, and the multi-spa
epairwise key s
heme by Du et al.[18℄ and by Liu et al.[7℄.Re
all that the size of ea
h node's key rings is m keys, and the probability20



of any two nodes being able to 
ommuni
ate se
urely is p. The random pair-wise keys s
heme pro
eeds as follows: In the pre-deployment initializationphase, a total of n = mp unique node identities are generated. The a
tualsize of the network may be smaller than n. The identities of unused nodeswill be used if additional nodes are added to the network in the future. Ea
hnode identity is mat
hed up with m other randomly sele
ted distin
t nodeIDs and a pairwise key is generated for ea
h pair of nodes. The key is storedin both node's key rings, along with the ID of the other node that also knowsthe key. In the post-deployment key-setup phase, ea
h node �rst broad
astsits node ID to its immediate neighbors. By sear
hing for ea
h other's IDs intheir key-rings, the neighboring nodes 
an tell if they share a 
ommon pair-wise key for 
ommuni
ation. A 
ryptographi
 handshake is then performedbetween neighbor nodes who wish to mutually verify that they do indeed haveknowledge of the key.Both Blom's and the polynomial s
heme require a sensor node i to storeunique publi
 information Ui and private information Vi. During the boot-strapping phase, nodes ex
hange publi
 information, and node i 
ould 
om-pute its key with node j with f(Vi; Uj). It is guaranteed that f(Vi; Uj) =f(Vj; Ui). Both approa
hes ensure the �-se
ure property: the 
oalition of nomore than � 
ompromised sensor nodes reveals nothing about the pairwisekey between any two non-
ompromised nodes.To further enhan
e the se
urity of single-spa
e approa
hes, the idea ofmultiple key spa
es is proposed[18, 7℄. The idea of introdu
ing multiple keyspa
es 
an be viewed as the 
ombination of the basi
 key pool s
heme andthe single spa
e approa
hes. The setup server randomly generates a pool ofm key spa
es ea
h of whi
h has unique private information. Ea
h sensor nodewill be assigned k out of the m key spa
es. If two neighboring nodes haveone or more key spa
es in 
ommon, they 
an 
ompute their pairwise se
retkey using the 
orresponding single spa
e s
heme.21



2.2.4 Lo
ation-Based Key Management S
hemeWhen the 
ertain pre-deployment knowledge su
h as lo
ation 
an be appli-
able, the 
onne
tivity of WSN 
an be improved. Liu et al.'s lo
ation-basedpairwise key pre-distribution s
heme takes advantage of the lo
ation infor-mation to improve the key 
onne
tivity[8℄. Nodes are deployed in a twodimensional area, and ea
h sensor has an expe
ted lo
ation that 
an be pre-di
ted. The idea is to have ea
h sensor to share pairwise keys with its 

losest neighbors. In key-setup phase, for ea
h sensor node SA, a unique keyKA and 
 
losest neighbors SB1 ; : : : ; SB
 are sele
ted. For ea
h pair (SA; SBi),a pairwise key KA;Bi = PRF (KBijIDA) is generated. Node SA stores allpairwise keys, whereas node SBi only stores the key KBi and the PRF. Thus,ea
h sensor uses 2
 + 1 units of memory to store its key-
hain. With thisextension, deployments of new nodes are quite easy. A new node SA 
an bepreloaded with the pairwise keys for 
 nodes in its expe
ted lo
ation. Solutionde
reases memory usage, and preserves a good key 
onne
tivity if deploymenterrors are low. Moreover, this solution has very good resilien
e against node
apture with s
alability.Du et al.'s s
heme also fa
ilitate the lo
ation information as pre-deploymentknowledge[19℄. This s
heme models a pre-deployment knowledge and de-velops a key pre-distribution s
heme based on the model. The s
heme di-vides nodes into t � n groups Gi;j and deploys them at a resident point(xi; yj) for 1 � i � t and 1 � j � n where the points are arranged astwo dimensional grids. Resident points of a node m 2 Gi;j follows the pdff i;jm (x; yjm 2 Gi;j) = f(x � xi; y � yj) where f(x; y) is a two dimensionalGaussian distribution. In key-setup phase, key pool KP is divided into t�nkey pools KPi;j of size !i;j. The pool KPi;j is used as key pool for the nodesin group Gi;j. Given !i;j and overlapping fa
tors � and �, key pool is dividedinto subsets. This division is performed as the following poli
ies: (i) two hor-izontally and verti
ally neighboring key pools have �� !i;j keys in 
ommon,22



(ii) two diagonally neighboring key pools have � � !i;j keys in 
ommon, and(iii) non-neighboring key pools do not share a key.2.2.5 Drawba
ks of Previous S
hemesWe brie
y introdu
ed several famous key management s
hemes for WSN inthe previous se
tion. In this subse
tion, we dis
uss about the drawba
ks ofprevious s
hemes. Due to the resour
e 
onstraints of WSN, eÆ
ient usageof resour
es should be guaranteed. We point out some problems of previouss
hemes with respe
t to the memory usage 
aused by redundant key assign-ments and diÆ
ulties to pre-determine the lo
ation of sensors.The existing s
hemes still require ea
h sensor node to be loaded with alarge number of keys for large s
ale WSNs. For instan
e, to implement therandom key pre-distribution s
hemes proposed by Es
henauer et al. and Chanet al. for a WSN of size 10,000, at least 200 keys are required for ea
h sensor,whi
h is almost half of the available memory (assume 64-bit keys and lessthan 4KB data memory).Also, in the 
ases of utilization of pre-deployment knowledge su
h as lo-
ation, although a WSN is deployed via random s
attering (e.g., from anairplane) in the group-manner, a
tually it's diÆ
ult that the s
hemes knowbeforehand whi
h nodes will be within 
ommuni
ation range of ea
h otherafter deployment. Even if the sensor nodes are deployed by hand, the largenumber of sensor nodes involved makes it 
ostly to pre-determine the lo
ationof every individual sensor node in ea
h group.Furthermore, sin
e real operation me
hanism of WSNs by whi
h sensornodes transit their states periodi
ally are not 
onsidered while designing keymanagement s
hemes, redundant key assignments for ea
h sensor node 
anbe happened. In a WSN, only a
tive sensors parti
ipate in useful 
ommu-ni
ation. Therefore, if there exist two sensor nodes whi
h have very lowprobability to be in a
tive-state at the same time and the pre-distributed23



Figure 2.2: Example of Redundant Key Assignments in WSNskey sets assigned only to those sensor nodes, these key sets may be hardlyused during the lifetime of WSNs with very low probability. In this 
ase,these keys are assigned unne
essarily and only o

upy data memory spa
e ofea
h sensor node with no use. Fig. 2.2 illustrates one example of redundantkey assignment. Let si and kj (with i = 1; 2, j = 1; 2; � � � )denote the sensornode and its pre-distributed symmetri
 keys, respe
tively. Let Ti denote thetime-interval when sensor si is supposed to be in a
tive-state with high prob-ability. Two sensors, s1 and s2, are deployed 
losely, so they may share morekeys as proposed in [19℄. Suppose that s1 and s2 have key set fk1; k2; k3; k4gand fk1; k3; k5; k6g, respe
tively. During T1, s1 are s2 are in a
tive-state andsleep-state, respe
tively. Then, as time goes by, s1 and s2 transit their statesto sleep-state and a
tive-state, respe
tively. If s1 and s2 are in a
tive-state atthe same time with very low probability, the shared key only between them,fk1, k3g, may be hardly used. Therefore, the key assignments of these keysto s1 and s2 are redundant.
24



Chapter 3Our Proposed S
hemeIn this 
hapter, we propose a novel key management s
heme for WSN, whi
hutilizes a new pre-deployment knowledge, state of sensors, to address thedrawba
ks of previous s
hemes.First of all, we model the pre-deployment knowledge and de�ne severalterminologies used in the s
heme. We 
onsider the assumptions and se
urityrequirements used to design the proposed key management s
heme. Then,we des
ribe the way to pre-distribute keys among all sensor nodes in detail.3.1 Main IdeaIn a WSN, sensor nodes are deployed in the hostile environment and 
ommu-ni
ating ea
h other via unreliable wireless 
ommuni
ation 
hannels. For these
ure 
ommuni
ations among the sensor nodes, the se
urity requirementssu
h as data 
on�dentiality, data integrity, data freshness, authenti
ation,et
. should be satis�ed. Therefore, key management s
heme is ne
essarilyrequired. However, due to the a
ute resour
e 
onstraints of WSN eÆ
ien
yshould be 
onsidered as the primary obje
tive while supporting the same orhigher level of se
urity. Re
ently, several key management s
hemes are pro-posed, but there exist some drawba
ks that 
an 
ause serious problems to theWSN.To address these problems, we propose a novel key management s
hemethat fa
ilitates the new pre-deployment knowledge, state of sensors. By as-25



Table 3.1: Useful sleep states for WSNsStrongARM Memory Sensor A/D RadioS0 a
tive a
tive on tx,rxS1 idle sleep on rxS2 sleep sleep on rxS3 sleep sleep on o�S4 sleep sleep o� o�signing more keys to the group of sensors whi
h have high probability to bein a
tive-state at the same time together, we 
an remove redundant key as-signments, hen
e, redu
e the number of required se
ret keys for ea
h sensorshould 
arry while supporting the equivalent 
onne
tivity. Sin
e the nodesneed only small amount of se
ret keys, the resilien
e against node 
aptures isimproved 
ompared to the previous s
hemes.3.2 Modeling of Pre-Deployment Knowledge3.2.1 Classi�
ation of StatesIn our proposed s
heme, new pre-deployment knowledge, state of sensors,is exploited for improving the storage eÆ
ien
y of key management s
heme.Before modeling of pre-deployment knowledge regularly, we need to 
lassifythe states of sensors. In general, several sleep states 
ould be de�ned as shownin Table 3.1[4℄.For ease of modeling, we only 
onsider two major operational states: a
tiveand sleep. In the sleep state, the lowest value of the node power is 
onsumed;while being asleep, a sensor 
annot intera
t with the external world like S3and S4 in Table 3.1. On the other hand, the sensors in a
tive-state 
an26



intera
t with the external world with higher node power 
onsumption.Be
ause the sensor in the sleep state 
annot intera
t with other, transfer-ring and re
eiving data is impossible. This data 
ommuni
ation is o

urredonly in the a
tive-state. The state of sensor is usually swit
hed as time goesby. Therefore, 
ommuni
ations only among a
tive-state nodes are requiredto be en
rypted using 
ryptographi
 keys.3.2.2 A
tive-State Group(ASG)As we des
ribed previously, the 
ommuni
ations only among the a
tive-statesensors at given time need to be en
rypted for se
urity. Therefore, if we 
andetermine or predi
t the state of sensors prior to the deployment, keys 
an beshared only among sensors whi
h have high probability to be in a
tive-statetogether at the same time.However, it is diÆ
ult to predi
t the state of sensors beforehand sin
ewe don't know in detail about the appli
ation of the 
orresponding WSNsand the state of sensors depends on MAC proto
ols, sleep-s
heduling algo-rithms, events that sensors may re
eive, and other various unpredi
table fa
-tors around WSNs. Hen
e, in our proposed s
heme, we narrow down theappli
ation of WSNs as the environmental monitoring and surveillan
e of thebattle �elds. Even though we restri
t the usage of our s
heme, it 
an be ap-plied to any appli
ation where the state of sensors 
an be known beforehand.In above appli
ations, it is eÆ
ient to implement sensor nodes to be ina
tive-state at spe
i�
 time-interval with high probability and sleep at most ofother times for prolonging the lifetime of WSNs sin
e the periodi
 a
tivatingof sensor nodes is required. Therefore, we assume that sensor nodes are im-plemented to be in a
tive-state at spe
i�
 time-intervals with high probabilityand in other time-intervals the probability is relatively low.Then, all sensor nodes 
an be grouped depending on the time-intervalswhen they have high probabilities to be in a
tive-state. That is, the sensors to27



be a
tivated simultaneously with high probabilities 
an be grouped together.For instan
e, if sensor s1 and s2 have high probabilities to be in a
tive-stateat time-interval T1, they may be grouped together as the �rst group.Now, we de�ne A
tive-State Group(ASG) Gi (i=1,2,3,� � � ) is the group ofsensor nodes whi
h have high probabilities to be in a
tive-state at the sametime-interval. And we de�ne a
tive-probability as the probability that ea
hASG is in a
tive-state at given time-interval.Then, we model the a
tive-probability as a 1-D Gaussian distribution.Although we only use the Gaussian distribution, our proposed s
heme 
an bealso applied to other probability distributions. We denote the time when thea
tive-probability is the highest as tiMAX for ea
h ASG i. We also assumethat jtiMAX � ti+1MAX j is 
onstant for all ASGs. Then, if one sensor s in Gi hasthe highest probability to be in a
tive-state around time tiMAX , the PDF ofa
tive-probability for s in Gi is as follows:f ik(tjk 2 Gi) = 1p2��e�(t�tiMAX )2=2�2= f(t� tiMAX) (3.1)where f(t) = 1p2��e�t2=2�2 . Without loss of generality, we assume that thePDF for ea
h ASG is identi
al ex
ept the value of tiMAX , so we use fk(tjk 2 Gi)instead of f ik(tjk 2 Gi).Figure 3.1 depi
ts the probability distribution of a
tive-probability forea
h ASG. We de�ne that two ASGs are time-neighbors if their 
orrespond-ing time-intervals are 
lose regardless of their physi
al lo
ations. That is, ifone ASG is supposed to be in a
tive-state with high probability during onetime-interval, the other (time-neighbor) ASG 
an be in a
tive-state duringprevious or next time-interval of the former one with high probability. We
an �nd out that if one ASG has the highest a
tive-probability at one time-interval, then it also has moderately high a
tive-probability at neighboring28
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Figure 3.1: Probability Distribution of a
tive-probability for ea
h ASGtime-intervals. Therefore, two time-neighbor ASGs have moderate probabili-ties to be in a
tive-state at the same time-interval.3.3 Lifetime of WSNBefore starting to propose our key management s
heme, we dis
uss aboutlifetime of a WSN. The lifetime of ea
h WSN solely depends on the batteryequipped in ea
h sensor node. However, by fa
ilitating the sleep-s
hedulingalgorithm appropriate for ea
h appli
ation, the lifetime 
an be extended.In our proposed s
heme, we assume that sensors are grouped by the time-intervals. Hen
e, it is required to de�ne the lifetime of a WSN as the 
ol-le
tion of time-intervals. We divide the whole lifetime of WSN into manysmall time-intervals and ea
h of them repeats periodi
ally. It means thatthe probability distribution at the time-intervals depi
ted in Fig. 3.1 repeat
ontinually for ea
h ASG. For the robust operation of a WSN, there shouldbe no time-interval when all sensor nodes are in sleep-state. That is, at leastone sensor node should be in a
tive-state and perform data pro
essing, data
ommuni
ation, et
. 29



Figure 3.2: Key Pre-Distribution Phase3.4 Design of Key Pre-Distribution S
hemeUsing the pre-deployment knowledge modeled in the previous se
tion, wepropose a novel random key pre-distribution s
heme. Our proposed keypre-distribution s
heme 
onsists of three phases: key pre-distribution phase,shared-key dis
overy, and path-key establishment. Be
ause we adopt newpre-deployment knowledge, all phases for key pre-distribution are 
onsider-ably di�erent from Es
henauer et al.[14℄.3.4.1 Key Pre-Distribution PhaseThis phase is performed o�-line and before the deployment of sensor nodes.Fig. 3.2 illustrates the pro
esses for key pre-distribution. We assume thatL ASGs are de�ned while grouping all sensor nodes. First, key setup server(e.g., base station) generates a large GlP S, and then divides it into L KPsSi for ea
h ASG Gi. The purpose of setting up the KP is to allow sensorswithin same ASG and the time-neighbor ASGs to share more keys. We willdes
ribe the detail KP setup step later. After 
ompletion of KP setup, forea
h sensor j in Gi, randomly sele
ted KR Rj;i from its 
orresponding KPSi is loaded into the memory of the sensors. Ea
h KR 
onsists of randomlysele
ted 
ryptographi
 keys su
h as k2; k4; k15; : : :.
30



Figure 3.3: Shared-Key Dis
overy Phase3.4.2 Shared-Key Dis
overy PhaseAfter deployment, the state of ea
h sensor in ea
h ASG transits depending onthe sleep s
heduling algorithm, events, and other variable unpredi
table fa
-tors at ea
h time-interval. For se
ure 
ommuni
ation with a
tive-state sensornodes at given time-interval, ea
h sensor node �rst performs key-dis
overy to�nd out with whi
h of other a
tive-state sensor nodes they share a key. Su
hkey dis
overy 
an be performed by assigning a short identi�er to ea
h keyprior to deployment, and having ea
h sensor node broad
ast its set of iden-ti�ers. Sensor nodes whi
h dis
over that they 
ontain a shared key in theirkey rings 
an then verify other a
tive-state sensor node a
tually holds the keythrough a 
hallenge-response proto
ol. For enhan
ing se
urity in 
hallenge-response, en
ryption of ea
h identi�er on the sender and de
ryption on there
eiver 
an be utilized. The shared key then be
omes the key for that link.After above step, the entire sensor networks forms a key-sharing graph.For example, as illustrated in Fig. 3.3, suppose that two sensor nodes,S1 and S2, are in a
tive-state at the same time. For se
ure 
ommuni
ations,S1 broad
asts its indi
es of keys to others. When S2 re
eives this broad
astmessage, it 
an verify that S1 also has a same key k4 with itself by 
omparingthe indi
es of keys. Then, two sensor nodes 
an transfer and re
eive anymessage via this 
ommon se
ret key. 31



Figure 3.4: Path-Key Establishment Phase3.4.3 Path-Key Establishment PhaseSensor nodes 
an set up path keys with sensor nodes in their vi
inity thatthey did not happen to share keys with in their key rings. If the key-sharinggraph is 
onne
ted, a path 
an be found from a sour
e sensor node to othera
tive-state sensor nodes. The sour
e node 
an then generate a path key andsends it se
urely via a path to the target sensor node.For example, as illustrated in Fig. 3.4, suppose that three sensor nodes,S1, S3 and S4, are in a
tive-state at the same time. However, S3 and S4 don'tshare any 
ommon se
ret key even though S3 wants to 
ommuni
ate with S4in a se
ure manner. In this 
ase, S1 
an a
t as a sour
e node as des
ribedabove. First, S3 sends the request to S1 using the shared key, k15. Then, S1generates a path key for S3 and S4 and send it se
urely by en
rypting thiskey using k4 and k15. Finally, S3 and S4 
an 
ommuni
ate with ea
h othervia this path-key.3.5 Setting up KPsSin
e key assignments are determined by the a
tive-probability, in some 
asessensor nodes may be in a
tive-state even though they are not supposed tobe. Therefore, sensors in one ASG should share some keys with sensors not32



Figure 3.5: Shared keys between neighboring KPsonly in same ASG but also in other ASGs. For this, some portion of ea
h KPshould be overlapped with other KPs. Sin
e the a
tive-probability of ea
hASG follows the Gaussian distribution, sensor nodes have moderately highprobabilities to be in a
tive-state at the previous and next time-interval asdes
ribed in the previous se
tion. Therefore, to set up the KPs, some keysare from the previous and next KPs.We will show how to assign keys to ea
h KP Si su
h that KPs of neighbor-ing time-intervals have a 
ertain number of 
ommon keys. We assume that a,overlapping fa
tor, determines the 
ertain number of 
ommon keys betweenneighboring time-interval AGSs. In our s
heme, one KP shares exa
tly ajSGjwith the previous and next time-interval KPs(0 � a < 1). To a
hieve thisproperty, we divide the keys in ea
h KP into three partitions like illustratedin Fig. 3.5. Keys in ea
h partition are those keys that are shared between
orresponding neighboring time-interval KPs. For instan
e, in Fig. 3.5, theleft partition of G2 
onsists of ajSGj keys shared between G1 and G2.Given the GlP S and overlapping fa
tor a, we now des
ribe how to sele
tkeys for ea
h KP. Sin
e we use similar methodology used in [19℄, here webrie
y des
ribe the way to set up KPs. First, keys for S1 are sele
ted fromS; then remove sele
ted jSGj keys from S. Then, for ea
h Si, sele
t ajSGjkeys from KP Si�1; then sele
t k = (1� a)jSGj keys from S, and remove thesele
ted k keys from S. After G1 sele
ts ajSGj keys from G2, no other group
an sele
t any one of these keys. These pro
edures repeat until all KPs are33



set up.Now we 
al
ulate the number of keys in ea
h KP. Sin
e keys sele
ted fromthe other groups are all distin
t, the sum of all the number of keys should beequal to jSj. Therefore, we have the following equation:jSGj = jSjL� aL + awhere L is the number of ASGs.
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Chapter 4Analysis and EvaluationIn this 
hapter, we analyze our proposed s
heme in detail. For analysis, weadopt the similar methodologies used in [19℄. However, sin
e we fa
ilitatea new pre-deployment knowledge di�erent from [19℄, some parts are slightlydi�erent.4.1 Evaluation Metri
sWe evaluate our proposed s
heme against following 
riteria that representdesirable 
hara
teristi
s in a key pre-distribution s
heme for WSNs:� Low Memory O

upation: To address the limited memory 
onstraint,small number of keys should be promised while supporting equivalentor higher level of se
urity.� Conne
tivity : With smaller number of keys, the probability that twosensors share at least one 
ommon key at given time-interval should besame or higher.� Stronger Resilien
e Against Node Capture: Sensor nodes are easily 
ap-tured by the adversaries. On
e 
aptured, they are analyzed and mayreveal se
ret information to the atta
kers. The proposed s
heme shouldbe resilient against node 
apture.
35



4.2 Analysis of Conne
tivityWe 
al
ulate ps, the probability that two a
tive-state sensor nodes share atleast one 
ommon key after deployment at given time-interval. Let A andB be the probabilisti
 event that two sensors are in a
tive-state at giventime-interval and the event that two sensors share at least one 
ommon key,respe
tively. Hen
e, ps = Pr[BjA℄ = Pr[B \ A℄Pr[A℄ : (4.1)First, we will �nd out the probability that two sensor nodes are in a
tive-state at given time-interval. For this, we need to 
onsider two 
ases as follows:� Case 1 : Two sensor nodes were in the same ASG during key pre-distribution phase.� Case 2 : Two sensor nodes were in di�erent ASGs during key pre-distribution phase, and two ASGs are time-neighbors ea
h other.For ea
h 
ase, we 
an 
al
ulate the probability that two sensors are ina
tive-state at given time-interval using Eq. 3.1. Suppose that time-intervalTi is given as ti � t � ti+1. Then, the a
tive-probability of Gi at Ti 
an befound as follows:h(Ti) = F (ti+1)� F (ti)= ��ti+1 � tiMAX� �� ��ti � tiMAX� �= Q�ti � tiMAX� ��Q�ti+1 � tiMAX� �where i(=1,2,3, � � � ) is the index of the time-interval.Then, we 
an de�ne the probability that two sensors are in a
tive-statefor ea
h 
ase as follows:H(i; j) = 8>><>>: h(Ti)2; if i = j (Case 1)h(Ti)� h(Ti�1); if i� j = �1 (Case 2)0; otherwise (4.2)36



Now, we need to 
al
ulate the probability that two sensors share at leastone 
ommon key. This probability 
an be expressed as 1 - Pr[two sensors donot share any key℄. Sin
e the size of KP is jSGj, the number of keys sharedbetween two KPs is �jSGj, where � is 1, a, or 0. A

ording to the value of�, we should 
onsider three 
ases for �nding the required probability; twosensors 
ome from the same ASG (�=1), the neighboring ASGs (�=a), andthe di�erent ASGs whi
h are not 
lose ea
h other (�=0).We adopt the same overlapping key pool method used in [19℄, so herewe just brie
y introdu
e the pro
edures and equations for 
al
ulating therequired probability. The �rst node sele
ts i keys from �jSGj shared keys, itthen sele
ts the remaining R� i keys from the non-shared keys. The se
ondnode sele
ts R keys from the remaining (jSGj�i) keys from its KP. Therefore,p(�), the probability that two sensors share at least one key when their KPshave �jSGj keys in 
ommon, 
an be 
al
ulated as follows:p(�)= 1� Pr(two sensors do not share any key)= 1� min(R;�jSGj)Xi=0 ��jSGji ��(1� �)jSGjR� i ��jSGj � iR ��jSGjR �2 (4.3)Here, if � = 1, the above equation 
an be redu
ed as p(�) = 1� (jSGj�RR )(jSGjR ) .If � = 0, the required probability is simply zero, p(�) = 0.Finally, we 
an 
al
ulate ps using Eqs. 4.2 and 4.3. We de�ne 	 as the setof all ASGs in our s
heme. Suppose that two sensors, si and sj, are sele
tedfrom Gi and Gj of 	. Sin
e the event that two sensors share at least one
ommon key is independent of the event that two sensors are in a
tive-stateat given time-interval, we 
an 
al
ulate the probability that si and sj are ina
tive-state at given time-interval, and two sensors share at least one 
ommon37



0 20 40 60 80 100 120 140 160 180 200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R

C
on

ne
ct

iv
ity

Our Scheme
Eschenauer et al
Du et al

Figure 4.1: Conne
tivitykey using Eqs. 4.2 and 4.3 as follows:p(�(i; j)) �H(i; j) (4.4)where �(i; j) is de�ned as follows:�(i; j) = 8>><>>: 1; if i = ja; if ji� jj = 10; otherwiseThen, ps is the average of the value in Eq. 4.4 for all ASGs, and 
an be
al
ulated as follows:ps = Pi2	Pj2	H(i; j) � p(�(i; j))Pi2	Pj2	H(i; j)Fig. 4.1 illustrates the 
onne
tivity versus the number of keys ea
h sensor
arries under jSj = 100,000, L = 100, and a = 0.25. We 
ompare our proposeds
heme with Es
henauer et al.'s s
heme and Du et al.'s s
heme. The proposeds
heme o�ers better performan
e 
ompared to other s
hemes. To a
hieve thesame probability, our proposed s
heme requires mu
h smaller number of keys.38
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Figure 4.2: Resilien
e Against Node Capture: ps=0.33 and ps=0.504.3 Analysis of Resilien
e against Node Cap-tureA resilien
e toward node 
apture is 
al
ulated by estimating the fra
tionof total network 
ommuni
ations that are 
ompromised by a 
apture of x-nodes not in
luding the 
ommuni
ations in whi
h the 
ompromised nodes aredire
tly involved. To evaluate our key pre-distribution s
heme against node
apture, we apply the same method used in [19℄. Note that the number ofrequired keys that ea
h sensor should 
arry is an important fa
tor to evaluatethe s
heme. In our s
heme, we 
an redu
e the number of keys that ea
h sensorshould store in its memory drasti
ally 
ompared to the previous s
hemes. In[19℄, the estimation of the expe
ted fra
tion of total keys being 
ompromisedis 
al
ulated by 1� (1� RjSj)xwhere x is the number of 
ompromised nodes.Fig. 4.2 illustrates the theoreti
al results. We 
ompare our s
heme withthe existing random key pre-distribution s
hemes su
h as Es
henauer et al.'ss
heme and Du et al.'s s
heme. We 
an see from Fig. 4.2 that our proposeds
heme lowers the fra
tion of 
ompromised 
ommuni
ation after x-nodes are39



Table 4.1: Memory Usage for ea
h sensorOur S
heme Es
henauer et al. Du et al.ps = 0:33 5% 40% 9.2%ps = 0:50 6% 51% 13%
ompromised. The most important reason for this improvement is that, toa
hieve the equivalent 
onne
tivity while using the same key pool size jSj,our proposed s
heme only requires mu
h smaller R keys. For instan
e, toa
hieve ps = 0.33 under jSj = 100,000, Es
henauer et al.'s
heme and Du etal.'s s
heme require R = 200 and 46, respe
tively. However, our s
heme onlyneeds R = 25. In the 
ase ps = 0.50, the same improvement 
an be found.By adopting new deployment knowledge, we enable to redu
e the number ofredundant keys 
arried by ea
h sensor node.4.4 Analysis of Memory UsageAs des
ribed in the previous se
tion, our proposed s
heme requires mu
hsmaller number of keys 
ompared to the previous s
heme for guaranteeingthe equivalent 
onne
tivity. If we assume 64-bit keys and less than 4KBdata memory of ea
h sensor [1℄, for ps=0.33, the memory o

upation of ourproposed s
heme 
an be 
al
ulated as 5%. This per
entage is mu
h smallerthan 9.2% (Du et al.'s s
heme) and 40% (Es
henauer et al.'s s
heme). In thesimilar way, for ps=0.50, we also 
an verify that mu
h less memory spa
e isrequired in our proposed s
heme. This analysis 
an be summarized in Table4.1.
40



4.5 Appli
ations of Proposed S
hemeIn our proposed s
heme, the parameters whi
h 
an determine the performan
eof the s
heme 
ould be 
arefully 
hosen depending on the types of appli
ationsand the required lifetime of WSNs. That is, if WSN should operate for longertime, larger number of groups is required sin
e period of a
tivating one ASGis long so that ASG 
an remain in sleep-state(preserving the battery power)in the rest of time. In the 
ase of large s
ale WSNs, large size of GlP andlarge number of ASGs are required. In some s
enarios, ea
h ASG just needsto share small number of keys with other time-neighbor ASGs.Therefore, to examine the performan
e of our proposed s
heme depend-ing on the various appli
ation s
enarios, we vary the values of the parametersrelated to the 
onne
tivity. Depending on the size of GlP jSj, the numberof ASGs L, and the overlapping fa
tor a, the 
onne
tivity be
omes diverse.However, with small number of keys high 
onne
tivity 
an be promised. Itmeans that our proposed s
heme also works well in various appli
ation s
e-narios. Fig. 4.3 shows the performan
e of our proposed s
heme under thedi�erent parameters.
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Figure 4.3: ps vs. a under di�erent values of jSj and L
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Chapter 5Con
lusionIn this thesis, we have studied the key management s
hemes for WSNs. Wehave reviewed several previous s
hemes related to the key pre-distributions
hemes and pairwise key establishment s
hemes. Also we have dis
ussedabout the drawba
ks of previous s
hemes.We proposed a novel random key pre-distribution s
heme that exploitsnew pre-deployment knowledge, state of sensors. By fa
ilitating this knowl-edge, we 
an make keys be shared with sensors whi
h are a
tivated at thesame time together 
an share more keys. Therefore, we 
an remove the re-dundant key assignments while a
hieving the equivalent 
onne
tivity withsmaller number of keys 
ompared to the previous s
hemes. Through this a
-
omplishment, we 
an expe
t the save of large memory spa
e for ea
h sensornode and also improvement of resilien
e against node 
aptures.Furthermore, we analyze our proposed s
heme with respe
t to the 
on-ne
tivity, resilien
e against node 
apture, and memory usage to 
onvin
e thebetter performan
e and eÆ
ien
y. By analyzing our s
heme under the dif-ferent appli
ation s
enarios, we 
an show that our proposed s
heme 
an beutilized in the various appli
ations.As future work, we will 
onsider other deployment strategies and asso
i-ated distributions for sensor's state to validate the 
exibility of our proposeds
heme. Also, we will dis
uss about the spe
i�
 appli
ations of our proposeds
heme in detail.
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���. s�\� G'p"f[þtçß�_Æ�/g�Av� ·ú���o�7£§�̀� 0A��Ç q�x9�v�\�� ò́Ö��&h�Ü¼�� ����� ì�rC�
���H ~½ÓZO�Ǒ:r\� �/��Ç ���½̈�� �Ö̧µ1Ï
�>� ���'��÷&�� e����.þj��H [þt#Q ú́§�Ér �½� ü� v� ����� ì�rC� l�ZO�[þts� ℄jîß�÷&%3���. s� l�ZO�_Æ ���©� 	�H �©�&h��Ér WSN\� �>rF�
���H G'p"f[þt_Æ >h�º\� �©��'a\O�s� :�x��� q�6 xs� {9�&ñ

�����H �̄	s���. Es
henauer 1px[14℄�Ér G'p"f[þtçß�_Æ �½� ü� v� ����� ì�rC� l�ZO�ì�r��_Æ���¿ºÅÒ����"fÁº���0A��Òqt$í
�)a�ºú́§�Érv���s�ÀÒ#Q���v�Û��\�"f{9�&ñ
>h�º_Æv�[þt�̀�Áº���0A�����×þ�
�#�y��G'p"f\�>�$��©�
����z�́℄jG'p"f[þts��9�×¼\� C�u��� ÷&%3��̀� M: {9�&ñ
 SX�Ò���� e��_Æ_Æ ¿º G'p"f�� v�\�� /BNÄ»
�#� îß������Ç :�x��� G�V,��̀� +þA$í
½+É �º e������H SX�Ò��Ǒ:r&h� ����� ì�rC� l�ZO��̀� %�6£§Ü¼��℄jîß�
�%i���. Chan 1px[11℄�Ér q-
ompositeness\�� s�6 x
�#� l��>r Es
henauer_Æl�ZO�\� q�K� W1àÔ0>ß¼ ��îß� x9� �r4�¤§4�(resilien
e)s� �¾Ó�©��)a l�ZO��̀� ℄jîß�
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%i���. s�Êê, Liu 1px[7, 8℄õ� Du 1px[18, 19℄\� _ÆK� v� ����� ì�rC� l�ZO��Ér �8¹¡¤SX��©�÷&%3���.Äº���, ¿º G'p"f çß�_Æ /BNÄ» [j���v���Ä»{9�
�>�>�íß�÷&#QG'p"f �íS\�\��/��Ç �r4�¤§4��̀��©�{©�y� �¾Ó�©�r���� Pairwise v� �����ì�rC� l�ZO��̀�℄jîß�
�%i���[18, 7℄. Õªo��� G'p"f�� �9�×¼\� C�u�÷&l� ���\� \V�©�½+É �º e����H y�� G'p"f_Æ 0Au�&ñ
��\�� v� ����� ì�rC� r� s�6 x
���H l�ZO��̀� ℄jîß�
�%i���.
�t�ëß�,t��FKÆ�t�℄jîß��)av������ì�rC�l�ZO�[þt�Ére��_Æ_Æ¿ºG'p"f��Z�}�ÉrSX�Ò���� v�\�� /BNÄ»
�l� 0AK� #����y� y�� G'p"f�� ú́§�Ér �º_Æ q�x9�v�\�� $��©�K��� ��Ç��. 0Au�&ñ
��\��s�6 x��Ç �â
Äº, �����\� #Q�"� G'p"f[þts�:�x��� #3�0A\�0Au�½+Ét� ·ú�l� jËµ[þt÷�rëß� ��m��� z�́℄j C�u��)a 0Au�ü< ÆÒ&ñ
u� çß�_Æ �̧	��� ß¼l�M:ë�H\�z�́℄j����6 x
�l�\���HÁºo�����ǑÉr��.0Au�&ñ
��_ÆS\�1pq�̀�0AK�y��G'p"f[þt�̀��<HÜ¼��C�u���Ç����
��8���̧ �/½©�̧_ÆWSN\�"f G'p"f[þt�̀� �̧¿º�<HÜ¼�� C�u�
���H �̄	�Ér B�Äº 	�H q�6 xs� ��H����H ë�H℄j&h�s� �>rF���Ç��. ¢̧��Ç G'p"f[þts�z�́℄j �9�×¼\� C�u��)aÊê, �©�I����s�\�� 
� 91lx���
���HBj&�m�7£§�̀�v� �'ao� l�ZO�\� ìøÍ%ò

�t� ·ú§��¤l� M:ë�H\� y�� G'p"f\�>� Ô���9�¹̄��Ç v� ����� ì�rC���µ1ÏÒqt½+É �º e����.�:r�7Hë�H\�"f��Hl��>rl�ZO�[þt_Æë�H℄j&h�[þt�̀�K����
�l�0AK�SX�Ò��&h�Ü¼��\V8£¤½+É�ºe����Hy��G'p"f_Æ�©�I�&ñ
��\��s�6 x
�#�:£¤&ñ
v�/BNÄ»SX�Ò���̀�0AK�s���� l�ZO�[þt\� q�K� �8 &h��Ér �º_Æ q�x9�v�\�� y�� G'p"f�� $��©�
��̧2�¤ 
���H l�ZO��̀�℄jîß���Ç��.7£¤,1lx{9�r�çß��/\��Ö̧1lx�©�I�{9�SX�Ò��s�Z�}�ÉrG'p"f[þtçß�\��8 ú́§�Érv�\�� /BNÄ»
��̧2�¤
�#� :£¤&ñ
v�/BNÄ»SX�Ò���̀�0AK�s���� l�ZO�[þt\�q�K��8&h��Ér �º_Æ q�x9�v�\�� y�� G'p"f�� $��©�
��̧2�¤ 
�%i���. ℄jîß� l�ZO��Ér l��>r l�ZO�[þt\� q�K� y�� G'p"f�� $��©�K��� ½+É q�x9�v�_Æ �º�� ���l� M:ë�H\� G'p"f �íS\�\��/��Ç?/$í
s� ��ǑÉr l�ZO�\�q�K� y©�
� 9,Bj�̧o� �è�̧�� ��ǑÉrl�ZO�\� q�K������ ò́Ö��&h�s����� ½+É �º e����. ¿º G'p"f çß�\� 1lx{9� r�çß��/\� v�\�� /BNÄ»½+É SX�Ò���Ér SX�Ò�� ì�r�í, �̧½+Ë 1px�̀� :�xK� �º�<Æ&h�Ü¼�� �̧4Sqa�A ÷&%3�Ü¼ 9, r�ÓýtYUs�����̀� :�xK� ��ǑÉr l�ZO�[þtõ� q��§�<ÊÜ¼��+�Õª Äº�º$í
�̀� {9�7£x½+É �º e��%3���.
45



Referen
es1. A. Perrig, R. Szew
zyk, V. Wen, D. Culler, and J. Tygar, \SPINS: Se-
urity Proto
ols for Sensor Networks", In Pro
eedings of the 7th AnnualACM International Conferen
e on Mobile Computing and Networks (Mo-bi
om 2001), Rome Italy, July 2001.2. A. Perrig, R. Canetti, D. Song, and D. Tygar, \EÆ
ient authenti
ationand signing of multi
ast streams over lossy 
hannels", In Pro
eedings ofIEEE Se
urity and Priva
y Symposium, May 2000.3. A. Perrig, R. Canetti, D. Song, and D. Tygar, \The tesla broad
astauthenti
ation proto
ol", In RSA Cryptobytes, 2002.4. Amit Sinha and Anantha P. Chandrakasan, \Operating System and Al-gorithmi
 Te
hniques for Energy S
alable Wireless Sensor Networks",Pro
eedings of 2nd International Conferen
e Mobile Data Manage, Hong-Kong, Jan 2001.5. C.Karlof and D.Wagner, \Se
ure Routing in Sensor Networks: Atta
ksand Countermeasure", In Pro
. of First IEEE International Workshopon Sensor Network Proto
ols and Appli
ations, May 2003.6. C. S. Raghavendra, Krishina M. Sivalingam, and Taieb Znati, WirelessSensor Networks, Kluwer A
ademi
 Publishers.7. D. Liu and P. Ning, \Establishing Pairwise Keys in Distributed SensorNetworks", In Pro
. of 10th ACM Conferen
e on Computer and Com-muni
ations Se
urity (CCS03), Washington D.C., O
tober, 2003.46



8. D. Liu and P. Ning, \Lo
ation-Based Pairwise Key Establishments forRelatively Stati
 Sensor Networks", In Pro
. of 2003 ACM WorkshopSe
urity of Ad Ho
 and Sensor Networks (SASN03), O
tober 31, 2003George W. Johnson Center at George Mason University, Fairfax, VA,USA.9. D. W. Carman, P. S. Kruns, and B. J. Matt, \Constrains and approa
hesfor distributed sensor network se
urity", Te
hni
al report, NAI Labs,2000.10. Feng Zhao and Leonidas J. Guibas, Wireless Sensor Networks: An In-formation Pro
essing Approa
h, Elsevier S
ien
e & Te
hnology Books.11. H. Chan, A. Perrig, and D. Song, \Random Key Predistribution S
hemesfor Sensor Networks", IEEE Symposium on Resear
h in Se
urity andPriva
y, 2003.12. J.M.Kahn, R.H.Katz, and K.S.J.Pister, \Next 
entury 
hallenges: Mo-bile networking for smart dust", In Pro
. of 5th Annual ACM/IEEEInternational Conferen
e on Mobile Computing and Networking (Mobi-Com), Seattle, Washington, USA, August, 199913. John Paul Walters, Zhengqiang Liang, Weisong Shi, and Vipin Chaud-hary, \Wireless Sensor Network Se
urity: A Survey"14. Laurent Es
henauer and Virgil D. Gligor, \A key-management s
hemefor distributed sensor networks", In Pro
. of 9th ACM 
onferen
e onComputer and Communi
ations Se
urity 2002, Washington D.C., USA.15. M. Ilyas and I. Mahgoudb, Handbook of Sensor Networks: Compa
tWireless and Wired Sensing Systems, CRC Press.16. R.Blom, \Non-publi
 key distribution", In Advan
es in Cryptology: Pro-
eedings of Crypto'82, p.231-236, 1982.47



17. R.Merkle, "Se
ure 
ommuni
ation over inse
ure 
hannels", Communi
a-tions of the ACM, 21(4):294-299, 1978.18. Wenliang Du, Jing Deng, Yunghsiang S. Han, and Pramod Varshney,\A Pairwise Key Predistribution S
heme for Wireless Sensor Network",In Pro
. of 10th ACM Conferen
e on Computer and Communi
ationsSe
urity (CCS), Washington D.C., O
tober 27-31, 2003.19. Wenliang Du, Jing Deng, Yunghsiang S. Han, Shigang Chen, andPramod Varshney, \A Key Management S
heme for Wireless Sensor Net-works Using Deployment Knowledge", IEEE INFOCOM 04, Mar
h 7-11,2004, Hong Kong.20. Wireless Integrated Network Sensors, University of California, Available:http://www.janet.u
la.edu/WINS

48



A
knowledgementsFirst of all, I would like to present my thesis to Jesus who gives me thewisdom and 
ourage to 
omplete my master 
ourse and this thesis.I would like to express my sin
ere gratitude to Prof. Kwangjo Kim, mya
ademi
 advisor, for his 
onstant dire
tion and support. Without his guid-an
e, I 
ould never have 
arried out my resear
h in ICU. Spe
ial thanks arealso due to Prof. Jae Choon Cha and Dr. Seung-Hun Jin for their generosityand agreeing to serve as advisory 
ommittee members.I would also like to thank all members of Cryptology and InformationSe
urity Laboratory: Hyunrok Lee, Zeen Kim, Kyusuk Han, Sangshin Lee,SungChul Heo, Youngjoon Seo, Vo Du
 Lim and Dang Nguyen Du
 fromVietnam, and Konidala Munirathnam Divyan from India, for giving me lotsof interests and good advi
es during the 
ourse of my study. I also thankHyunkyung Park for helpful support as a sta� member. I also appre
iate tothe graduates: Jeongkyu Yang, Seok-kyu Kang, and Ping Wang from Chinafor their everlasting guidan
e in life and study of ICU. I also give my spe
ialgratitude for the aids and advi
es on every aspe
t of my life to Kui Ren whois in Wor
ester Polyte
hni
 Institute (WPI), USA.Most of all, I would like to express my heartfelt thanks to my parents fortheir endless 
on
erns and devotional a�e
tion. Without their prayers, faiths,and supports to me, I 
ould never 
omplete my study and have a good timein ICU. My younger brother always prays for my family and has been takinggood 
are of my parents while I'm away. I also prays for my family and Ihope God bless my family and to be happy all the time.Finally, I'll never forget the time in ICU. I 
ould study my interesting �eld,information se
urity, and experien
e many resear
h proje
ts, whi
h would bethe treasure wherever am I in the future.



Curri
ulum VitaeName : Jaemin ParkDate of Birth : Jun. 07. 1981Sex : MaleNationality : Korean Edu
ation2000.3{2004.2 Information Te
hnology & Ele
troni
 EngineeringHandong Global University (B.S.)2004.2{2006.2 EngineeringInformation and Communi
ations University (M.S.)
Career2004.03{2004.12 Graduate Resear
h AssistantResear
h on Link Layer Se
urityEle
troni
s and Tele
ommuni
ations Resear
h Institute(ETRI)2004.03{2005.02 Graduate Resear
h AssistantA Study on the Se
urity for Spe
ial Digital SignatureSe
urity Resear
h Center(SERC), Hannam University



2004.02{2004.03 Graduate Resear
h AssistantDigital Content Rights Prote
tion in Ubiquitous Environ-mentNext Information Te
hnology Zone (NITZ)2004.12{2005.08 Graduate Resear
h AssistantDevelopment & Implementation of Link Prote
tion SystemTe
hnology between Set-top Box and Handheld Devi
eSamsung Ele
troni
s2005.03{2006.02 Graduate Resear
h AssistantA Study on the Se
urity for Spe
ial Digital SignatureSe
urity Resear
h Center(SERC), Hannam University2005.03{2006.02 Graduate Resear
h AssistantA Study on the Se
urity of RFIDSe
urity Resear
h Center(SERC), Hannam University2005.03{2005.12 Graduate Resear
h AssistantResear
h on Link Layer Se
urityEle
troni
s and Tele
ommuni
ations Resear
h Institute(ETRI)2005.07{2005.12 Graduate Resear
h AssistantA Study on the Se
urity of RFID Gen2Ele
troni
s and Tele
ommuni
ations Resear
h Institute(ETRI)2005.07{2005.12 Graduate Resear
h AssistantSamsung-ICU Resear
h Center (Embedded Se
urity 3-4)Samsung Ele
troni
s2004.08{2005.02 Resear
h Sta�Digital ID Resear
h Team, Ele
troni
s and Tele
ommuni
a-tions Resear
h Institute(ETRI)



2004.03{2005.12 Tea
hing AssistantInstitute for IT-gifted Youth2005 Summer Undergraduate Tea
hing AssistantITB0103 Probability & Statisti
s2005 Fall Undergraduate Tea
hing AssistantICE0125 Programming Fundamentals II(C++)
A
ademi
 Experien
e2004.12{2005.12 IACR student member

Publi
ations(1) 2005.12 Dang Nguyen Du
, Jaemin Park, Hyunrok Lee, and KwanjoKim, \Enhan
ing Se
urity of EPCglobal Gen-2 RFID Tagagainst Tra
eability and Cloning", submitted to SCIS 2006,Hiroshima, Japan(2) 2005.12 Dang Nguyen Du
, ~�ÌF����, s��&³2�¤, �̂�F�g�̧, \A Simple Se-
ure Communi
ation Proto
ol for RFID Devi
es", 2005Æ̧��̧��Ç²DG&ñ
���� ñ�<Æ�r1lx>��<ÆÕüt�/�r, "fÖ���/�<Æ�§,��Ç²DG(3) 2005.11 Jaemin Park, Zeen Kim, and Kwangjo Kim, \State-BasedKey Management S
heme for Wireless Sensor Networks",2005 IEEE International Workshop on Wireless and SensorNetwork Se
urity (WSNS 2005), Washington, DC, U.S.A.



(4) 2005.10 ~�ÌF����, Dang Nguyen Du
, Vo Du
 Liem, "f%ò
ï�r, �̂�F�g�̧,\2 [j�/ EPCglobal RFID ½©�Ǒ�_Æ ��îß� 2[���$í
 ����� x9� >h��� ~½Óîß� ���½̈", 2005Æ̧��̧ ��Ç²DG&ñ
���� ñ�<Æ�r Ø�æ'õAt�ÂÒ�<ÆÕüt�/�r, ��;îß� �����Ï��/�<Æ�§, ��Ç²DG(5) 2005.07 Jeongkyu Yang, Jaemin Park, Hyunrok Lee, Kui Ren, andKwangjo Kim , \Mutual authenti
ation proto
ol for low-
ostRFID", Workshop on RFID and Lightweight Crypto, Graz,Austria(6) 2005.06 Kui Ren, Jaemin Park, and Kwangjo Kim , \On the 
on-stru
tion of 
ryptographi
ally strong Boolean fun
tions withdesirable trade-o�", Journal of Zhejiang University SCIENCE(JZUS), ISSN 1009-3095(7) 2005.06 ~�ÌF����, �̂����, �̂�F�g�̧, \State-Based RandomKey Pre-distributionS
heme for Wireless Sensor Networks", 2005Æ̧��̧ ��Ç²DG&ñ
���� ñ�<Æ�r 
�>��<ÆÕüt�/�r,F�gÅÒ �̧����/�<Æ�§, ��Ç²DG(8) 2004.11 Kui Ren, Hyunrok Lee, Kyusuk Han, Jaemin Park, andKwangjo Kim, \An Enhan
ed Lightweight Authenti
ationProto
ol for A

ess Control in Wireless LANs", IEEE ICON04, Hilton, Singapore


