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Abstract

This paper discusses the quorum based algorithm for group mutual exclusion
defined by Yuh-Jzer Joung. Group mutual exclusion[4,5,6] is a generalization of
mutual exclusion that allows a resource to be shared by processes of the same
group, but requires processes of different groups to use the resource in a mutually
exclusive style. Joung proposed a quorum system, which he referred to as the
surficial quorum system for group mutual exclusion and two modifications of
Maekawa's algorithm[6]. He mentioned that when a process may belong to more
than one group, the process must identify one of the groups it belongs when it
wishes to enter CS(Critical Section). However, his solution didn't provide mechanism
of identifying a group which maximizes the possibility to enter CS. In this paper, we
provide a mechanism for identifying that each process belongs to which group.

presents the distributed 1-mutual exclusion.
1. Introduction Section 3 presents the group mutual exclusion
which i1s related to our research topic. Section
4 discusses new algorithm using group
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accessed by at most one process at a time. The first distributed mutual  exclusion

Therefore the mutual exclusion problem - that
of guaranteeing mutually exclusive access to a
resource - is considered to be a basic problem
in distributed systems[1,2,3,4,5,6]. The rest of
this paper is organized as follows: Section 2

algorithm is proposed by Lamport. To guarantee
Mutual  exclusion, no deadlock, and no
starvation, he proposed a logical clock. The pair
of a logical time and a process identifier is



called a timestamp. By using timestamps, his
algorithm avoids starvations and deadlocks. To
decrease the number of message per mutual
exclusion invocation and to increase the
availability, the concept of coterie is proposed
by Garcia-Monlina and Barbara[2].

We explain concept of 1-mutual exclusion.
When processes in a distributed system share a
resource which must be accessed exclusively,
the access to the resource must be controlled as
in  the case of concurrent processes In
stand-alone operating systems. To enter a
critical section, a process must assure that there
is no process which is being in a critical
section in the distributed system. Many
algorithms have been proposed to solve the
distributed mutual exclusion problem. Also, such
algorithms follow one of these three types.

(1)Permission-based principle

A process P wishing to enter a critical
section requests some other processes to permit
it to enter a critical section. If a permission is
given from each process P is asking, P can
enter the critical section.

(2)Token-based principle

A process can enter a critical section while it
is holding the token. The mutual exclusion is
guaranteed because there is only one token in
the system and there are no two processes
having a token at the same time.

(3)Quorum based principle

A process can enter a critical section when it
recelives permission from a set of processes.
The set of processes is called a quorum. The
quorum system C =( Q1 , Q, ... , Qm ), where
Qi = P satisfying the following conditions.

Intersection Property
V@i, Gi=C, Qi G+¢
Minimality Property
Vi, /e C, QIS¢
III.Group Mutual Exclusion

1. Concept

Group mutual exclusion is formulated by Joung
in 1998, based on the classical mutual exclusion
problem[5]. Group mutual exclusion 1is a
generalization of mutual exclusion that allows a
resource to be shared by processes of the same
group, but requires processes of different groups
exclusive

to use the resource in a mutually

style. In group mutual exclusion a process

requests a session that is resource area which

user want to use before entering its critical
section; processes are allowed to be in the
critical section simultaneously provided they

have requested the same session. An example
of group mutual exclusion, described by Joung,
is a CD juke box shared by multiple
processes:  Any number of
simultaneously access the currently loaded CD,

processes  can
but processes wishing to access a CD other
than the currently loaded one must wait. In this
case, the sessions are the CDs in the juke box.
1,..N be a
set of nodes. Let G = ( gi,..gn ) be the set of
groups. Each request v is associated with the

Group means as follows: Let P =

set of groups it belongs.

2 Requirement of Group mutual
exclusion
exclusion 1s

Group mutual necessary to

satisfv below condition.

Mutual exclusion

At any given time, no two processes of
different groups are in CS simultaneously.
Lockout freedom

A process wishing to enter CS will eventually
succeed.

Concurrent entering

if some processes request a session and no
process requests a different session, then the
processes can concurrently enter the CS.

3. Quorum Based Algorithm for
Group Mutual Exclusion



Let's show briefly definition of m-group
quorum system by Joung. Let P={1_..N} be a
set of nodes, which belong to m groups[6].
Each Node does not belongs to groups, but each

request belongs to groups.

An m-group quorum system : A=(C(1),-,C(m))
over P consists of m sets, where each C(i)&2"
is a set of subsets of P satisfying the following
conditions[6]:

Non—-empltiness
Vi<ism, Q,+¢

Intersection Property

Y1<i,7<m, i¥7,
Ve C,V Qe C;
= Q. Q.*+¢

Minimality

Vi<i<m,V @, @z C;
F Q= Q15 Uy

Suppose a quorum member gives permission to
Then, by the
processes of

only one process at a time.

intersection two

different groups can be in CS simultaneously.

property, no

IV. New algorithm using group
information

1. Problem of Joung'’s algorithm

Joung presented  two  modifications  of

Maekawa's algorithm[6] so that the number of
processes that can access a resource at a time
is not limited to the structure of the underlving
quorum system, but to the number that the
His algorithm use

problem definition allows.

special entry policy to increase concurrence

performance of same group. A reference process
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Figure 2 : Problem of Joung's algorithm

is used such that subsequent requests from the
same group are also granted so long as the
reference remains in CS. Maximal
utilization can be achieved by allowing more
of the same group to share CS,
whether some other group of
waiting for CS or not[B].
However, in Joung's algorithm, new processes

resource

processes
regardless of
processes — are

of the same group cannot enter CS when there
are requests with different groups.

He mentioned that when a process may belong

to more than one group, the process must
identify a unique group to which it belongs
His

mechanism  of

wishes to enter CS. However,
didn't

identifying a unique group. Let's show FigureZ.

when it
algorithm provide
Assume process v(3) is in CS as group g(2).
‘When process v(l) belongs to g(1) and g(2) ,
v(1) needs to identify a group (g(1) or g(2))
before making request. If v(1) selects g(1),
v(1) can not enter the CS. That means even
though v(1) belongs to g(2), v(1) can not enter
the CS at the
mechanism  for

same time. We provide

identifying the group which

maximizes the possibility to enter CS.

2. New algorithm wusing Group
Choice mechanism

As mentioned before, Joung's algorithm didn't

consider group information. We got the idea
from allocation algorithm using local coterie. As
distributed
processes maintain a distributed database, which

resource allocation algorithm, the



keeps pairs each consisting of a process and a
resource it is currently accessing [7]. In order
to keep pairs, algorithm use D(v) which that
memorizes whether or not r is allocated to a
process for each r&ER(u) which is a set of

resources.
U receives <RESPONSE,D{v1)> <RESPONSE,D(v2)> . . <{RESPONSE.D(yn)>
rl i e me
Divl) =< L
Diva) =< (L 25
Diw3) =< (L )
o
Diyn) =< (L e

Nowr Hize ri«

Figure 3 : Mechanism of allocation algorithm

Joung didn’t consider identifying each process
belongs to which group. That is to say, even
though each process that wants to enter critical
section belongs to same group, if one process
choose another group, it cannot critical section.
Each
process stores a pair of each node and group
allocation information in A(v), after response of
each node. Each process that sends request to
each node of one quorum( a set of processes)
has their own A(v) variable. When process that

To avoid this problem, we use A(v).

acts as a group member receives all response
from each node, process checks content of A(v)
and chooses group. This mechanism is safe
because A(v) just consist of L of one group.
For example, the case of A(v)={(V(1),L1),(V(2),
L)V, L)} or Alv)={(V(3),g(1)),(V(4), L)} can
happen. not A(v)={(V(1),g(2),(V(2),g(3))}. Out
of processes that want to enter critical section,
just processes of same group can enter the
critical section, which means all processes in
the critical section belong to same group at that
time. Through such mechanism, processes of
same group can enter CS safely. We can not
only avoid the problem of Joung's algorithm

but also increase concurrency and decrease

message complexity.

V. Conclusion

In  this paper, we modified Joung's
Quorum-based algorithm for group mutual
exclusion and proposed new group mutual

exclusion algorithm. This research about group
mutual exclusion algorithm can be related to
cryptographic protocols such as secure broadcast
Byzantine protocols which are a fundamental
building block for implementing replication in
fault-tolerant distributed

threshold Also,
concept in distributed algorithm mayv be used
for secure multi party protocols. The efficient
and secure message passing way in distributed

systems using

signatures. quorum  system

algorithm can be used for secure communication
party based
techniques. As a future work,
focusing on cryptographic  protocols

distributed algorithm in distributed system.

between multi on cryptographic

we will be
using
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