
석사학위논문

Master’s Thesis

다중라디오다중채널무선메쉬

네트워크에서의안전한채널할당을위한

인증기법에관한연구

A Study on authentication scheme for channel assignment

mechanism in multi-radio multi-channel wireless mesh networks

신승목 (申昇沐 Shin, Sung-Mok)

정보통신공학과

Department of Information and Communications Engineering

한국과학기술원

Korea Advanced Institute of Science and Technology

2010



다중라디오다중채널무선메쉬

네트워크에서의안전한채널할당을위한

인증기법에관한연구

A Study on authentication scheme for channel

assignment mechanism in multi-radio

multi-channel wireless mesh networks



A Study on authentication scheme for channel

assignment mechanism in multi-radio

multi-channel wireless mesh networks

Advisor : Professor Kim, Kwang Jo

by

Shin, Sung-Mok

Department of Information and Communications Engineering

Korea Advanced Institute of Science and Technology

A thesis submitted to the faculty of the Korea Advanced

Institute of Science and Technology in partial fulfillment of the

requirements for the degree of Master of Engineering in the

Department of Information and Communications Engineering

Daejeon, Korea

2009. 12. 18.

Approved by

Professor Kim, Kwang Jo

Advisor



다중라디오다중채널무선메쉬

네트워크에서의안전한채널할당을위한

인증기법에관한연구

신승목

위 논문은 한국과학기술원 석사학위논문으로 학위논문심사

위원회에서심사통과하였음.

2009년 12월 18일

심사위원장 김 광 조 (인)

심사위원 김 명 철 (인)

심사위원 이 병 천 (인)



MICE

20084236

신 승 목. Shin, Sung-Mok. A Study on authentication scheme for channel as-

signment mechanism in multi-radio multi-channel wireless mesh networks. 다중

라디오 다중 채널 무선 메쉬 네트워크에서의 안전한 채널 할당을 위한 인증

기법에 관한 연구. Department of Information and Communications Engineer-

ing . 2010. 29p. Advisor Prof. Kim, Kwang Jo. Text in English.

Abstract

Hyancinth is one of the popular node architectures proposed by Ashish et al. for effi-

cient channel assignment in multi-radio multi-channel(MRMC) wireless mesh network(WMN).

However, we found out that Hyacinth was designed without considering the security mech-

anism. A fake channel control packet from an external attacker can degrade the network

goodput. Also, an internal attacker e.g., compromised node, can launch denial of ser-

vice(DoS) attacks by two methods: malicious channel switching(MCS), and consecutive

channel switching(CCS) attack. In this thesis, we propose an authenticated channel as-

signment mechanism for MRMC WMN, and provide secure channel control, and message

verification module to prevent the known attacks. First, we provide secure channel con-

trol to protect the channel assignment process from an external attacker. We use crypto-

graphic primitive e.g., a block cipher to encrypt the channel control message. Second, we

add additional module called, Message verification module, which consists of three phase,

Channel status gathering, Discrepancy checking and Message verification. In channel sta-

tus gathering, one node collects the channel status of other nodes within the interference

range, and selects the candidate preferred channel. In discrepancy checking phase, each

node within the interference range checks the discrepancy of current channel and inter-

face from the requested channel and interface. In message verification phase, each node

compares the number of the requested channel from the PARENT node with his candi-

date preferred channel to verify whether the change request is legitimate or not. Our sim-

ulation result using NS-2 simulator shows that proposed scheme can protect channel as-

signment process from both external and internal attacker in the presence of the attacker

that launches MCS and CCS attacks together.
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1. Introduction

A wireless ad hoc network is a decentralized wireless network[20]. The network is ad hoc

because it does not rely on a pre-existing infrastructure, such as routers in wired networks

or access points in managed (infrastructure) wireless networks. Instead, each node partic-

ipates in routing by forwarding data for other nodes, and so the determination of which

nodes forward data is made dynamically based on the network connectivity. The earli-

est wireless ad hoc networks were the “packet radio” network (PRNET) from the 1970s,

sponsored by DARPA after the ALOHAnet project[7].

A wireless mesh network(WMN) can be seen as a special type of wireless ad-hoc net-

work. It is often assumed that all nodes in the WMN are immobile but this need not be

so. The mesh routers may be highly mobile. Often the mesh routers are not limited in

terms of resources compared to other nodes in the network and thus can be exploited to

perform more resource intensive functions. In this way, WMN differs from an ad-hoc net-

work since all of these nodes are not always constrained by resources. Such networks may

operate by themselves or may be connected to the larger Internet. Mesh networks may

involve either fixed or mobile devices. The applications are diverse;for example in difficult

environments such as emergency situations, tunnels and oil rigs to battlefield surveillance

and high speed mobile video applications on board public transport or real time racing

car telemetry. A significant application for wireless mesh networks is Voice over IP(VoIP).

By using a quality of service scheme, the wireless mesh may support local telephone calls

to be routed through the mesh.

Despite significant advances in physical layer technologies, the current wireless LAN

still cannot offer the same level of sustained bandwidth as their wired connections. The

advertised 54 Mbps bandwidth for IEEE 802.11a/g based hardware is the peak link-level

data rate[11]. When all the overheads, media access control(MAC) contention, IEEE 802.11

headers, ACK and packet errors are accounted for, the actual goodput available to appli-

cations is almost halved. The bandwidth problem is further aggravated for multi-hop ad

hoc networks because of interference from adjacent hops in the same path as well as from

neighboring paths. Fortunately, the IEEE 802.11b/802.11g standards[1] and IEEE 802.11a

standard[2] provide 3 and 12 non-overlapping frequency channels, respectively, that could

be used simultaneously with a neighborhood. An ability to utilize multiple channels within

the same network substantially increases the effective bandwidth available to wireless net-
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work nodes. Such bandwidth aggregation is routinely used when an 802.11-based wire-

less LAN operates in infrastructure mode, where traffic to and from wireless nodes is dis-

tributed among multiple interfaces of an access point or among multiple access points to

avoid congestion.

On the other hand, assigning channel to each interface is not a simple problem. Let

us think about mesh topology of multiple nodes equipped with three Network Interface

Cards (NICs). A sender and a receiver should use the same channel with the correspond-

ing interface. Due to this characteristic, a channel dependency problem always happens

during the channel assignment process[18]. To solve this problem, Hyacinth was proposed

to manage safe and stable channel assignment[18].

However, Hyacinth suffers from security vulnerabilities by a malicious attacker. At-

tacker model is classified into two categories : external and internal attacker. External

attacker does not have precise knowledge about the network e.g., secret key. Internal at-

tacker can impersonate to be compromised nodes who know the shared secret key among

each node.

Based on the explained attacker type, three vulnerabilities exist in the channel assign-

ment algorithm. First, external attacker can propagate false channel control message, in-

terrupting the stable channel assignment. Second, malicious channel switching(MCS) at-

tack will severely degrades the performance of WMN by modifying the normal channel of

a node into the heavily loaded channel. Third, consecutive channel switching(CCS) attack

rapidly broadcasts channel change message which leads to WMN into quasi-stable state.

In this thesis, we modified current Hyacinth architecture to solve the known vulnera-

bilities. First, we provide secure channel control to protect the channel assignment pro-

cess from external attacker. We use cryptographic primitive e.g., block cipher to encrypt

the channel control message. Second, we add additional module called, Message verifica-

tion module. This module consists of three phase, Channel status gathering, Discrepancy

checking and Message verification. In channel status gathering, one node collects the chan-

nel status of other nodes within the interference range, and selects the candidate preferred

channel. In discrepancy checking phase, each node within the interference range checks the

discrepancy of current channel and interface from the requested channel and interface. In

message verification phase, each node compares the number of the requested channel from

the PARENT node with his candidate preferred channel to verify whether the change re-

quest is legitimate or not. Our simulation result using NS-2 simulator shows that proposed

scheme can protect channel assignment process from both external and internal attacker

in the presence of attacker that launches MCS and CCS attacks.
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2. Characteristics of wireless mesh network

2.1 Definitions: WMN

“A wireless mesh network is a communications network made up of radio nodes organized

in a mesh topology” by Wikipedia. Wireless mesh networks often consist of mesh clients,

mesh routers and gateways[3]. The typical entities of mesh clients are often laptops, cell

phones and other wireless devices while the mesh routers forward traffic to and from the

gateways which may not be connected to the Internet. The coverage area of the radio

nodes working as a single network is sometimes called a mesh cloud. Accessing to this

mesh cloud depends on the radio nodes working in harmony with each other to create

a radio network. A mesh network is reliable and offers redundancy;when one node can

no longer operate, the remaining nodes can still communicate with each other, directly

or through one or more intermediate nodes. Wireless mesh networks can be implemented

with various wireless technology including IEEE 802.11, 802.16, cellular technologies or

combinations of more than one type.

A wireless mesh network can be seen as a special type of wireless ad-hoc network. It

is often assumed that all nodes in a wireless mesh network are immobile but need not to

be so. The mesh routers may be highly mobile. Often the mesh routers are not limited in

terms of resources compared to other nodes in the network and thus can be exploited to

perform more resource intensive functions. In this way, the wireless mesh network differs

from an ad-hoc network since all of these nodes are often constrained by resources.

2.2 Node architecture

In general, WMN consists of two types of nodes: mesh routers and mesh clients. Other

than the routing capability for gateway/repeater functions as in a conventional wireless

router, a wireless mesh router contains additional routing functions to support mesh net-

working. To improve the flexibility of mesh networking, a mesh router is usually equipped

with multiple wireless interfaces built on either the same or different wireless access tech-

nologies. Compared with a conventional wireless router, a wireless mesh router can achieve

the same coverage with much lower transmission power through multi-hop communica-
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tions. The medium access control (MAC) protocol in a mesh router is enhanced with

good scalability in a multi-hop mesh environment. In spite of all these differences, mesh

and conventional wireless routers are usually built based on a similar hardware platform.

Mesh routers can be built based on dedicated computer systems (e.g., embedded systems)

as shown in Figure 2.1. They can also be built based on general-purpose computer sys-

Figure 2.1: Examples of mesh routers based on different embedded systems: (a) PowerPC

(b) Advanced RISC Machines(ARM) [8]

tems (e.g., laptop/ desktop PC). Mesh clients also have necessary functions for mesh net-

working, and thus, can also work as a router. However, gateway or bridge functions do

not exist in these nodes. In addition, mesh clients usually have only one wireless interface.

As a consequence, the hardware platform and the software for mesh clients can be much

simpler than those for mesh routers. Mesh clients have a higher variety of devices com-

pared to mesh routers. They can be a laptop/desktop PC, pocket PC, PDA, IP phone,

RFID reader, BACnet (Building Automation and Control network) controller, and many

other device, as shown in Figure 2.2. The architecture of WMN can be classified into three

main groups based on the functionality of the nodes:

• Infrastructure/Backbone WMN This type of WMN includes mesh routers form-

ing an infrastructure for clients that connect to the routers. The infrastructure and

backbone of WMN can be built using various types of radio technologies, in addi-

tion to the mostly used IEEE 802.11 technologies. The mesh routers form a mesh

of self-configuring, self-healing links among themselves. With gateway functionality,

mesh routers can be connected to the Internet. This approach, also known as infras-
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Figure 2.2: Examples of mesh clients: (a) Laptop, (b) PDA, (c) Wi-Fi IP Phone (d) Wi-

Fi RFID Reader [8]

tructure meshing, provides backbone for conventional clients and enables integration

of WMN with the existing wireless networks, through gateway/bridge functionalities

in mesh routers. Conventional clients with Ethernet interface can be connected to

mesh routers via Ethernet links. For conventional clients with the same radio tech-

nologies as mesh routers, they can directly communicate with mesh routers. If dif-

ferent radio technologies are used, clients must communicate with the base stations

that have Ethernet connections to mesh routers. Infrastructure and backbone WMN

is the most popular type. For example, community and neighborhood networks can

be built using infrastructure meshing. The mesh routers are placed on the roof of

houses in a neighborhood, which serves as access points for users inside the homes

and along the roads. Typically, two types of radios are used in the routers, i.e., for

backbone communication and for user communication. The mesh backbone commu-
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nication can be established using long-range communication techniques including di-

rectional antennas. The architecture is shown in Figure 2.3, where dash and solid

lines indicate wireless and wired links, respectively.

Figure 2.3: Infrastructure/backbone WMN [8]

• Client WMN Client meshing provides peer-to-peer networks among client devices.

In this type of architecture, client nodes constitute the actual network to perform

routing and configuration functionalities as well as providing end user applications to

customers. Hence, a mesh router is not required for these types of networks. The ba-

sic architecture is shown in Figure 2.4. In Client WMN, a packet destined to a node

in the network hops through multiple nodes to reach the destination. Client WMN

is usually formed using one type of radios on devices. Moreover, the requirements

on end-user devices is increased when compared to infrastructure meshing, since, in

Client WMN, the end-users must perform additional functions such as routing and

self-configuration.

• Hybrid WMN This architecture is the combination of infrastructure and client

meshing as shown in Figure 2.5. Mesh clients can access the network through mesh

routers as well as directly meshing with other mesh clients. While the infrastructure

provides connectivity to other networks such as the Internet, Wi-Fi, WiMAX, cel-

lular, and sensor networks; the routing capabilities of clients provide improved con-
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Figure 2.4: Client WMN [8]

nectivity and coverage inside the WMN. We believe that the hybrid architecture will

be the best application.

2.3 Characteristic

The characteristics of WMN are explained as follows:

• Multi-hop wireless network A goal of developing WMN is to extend the cover-

age range of current wireless networks without sacrificing the channel capacity. An-

other objective is to provide non-line-of-sight (NLOS) connectivity among the users

without direct line-of-sight (LOS) links. To meet these requirements, the mesh-style

multi-hopping is indispensable[10], which achieves higher throughput without sacri-

ficing effective radio range via shorter link distances, less interference between the

nodes, and more efficient frequency re-utilization.

• Support for ad hoc networking, and capability of self-forming, self-healing,

and self-organization WMN enhances network performance, because of flexible

network architecture, easy deployment and configuration, fault tolerance, and mesh

connectivity, i.e., multipoint-to-multipoint communications[19]. Due to these features,

WMN has low upfront investment requirement, and the network can grow gradually

as needed.

• Mobility dependence on the type of mesh nodes Mesh routers usually have

minimal mobility, while mesh clients can be stationary or mobile nodes.

7



Figure 2.5: Hybrid WMN [8]

• Multiple types of network access In WMN, both backhaul access to the Inter-

net and peer-to-peer (P2P) communications are supported[8]. In addition, the inte-

gration of WMN with other wireless networks and providing services to end-users of

these networks can be accomplished through WMN.

• Dependence of power-consumption constraints on the type of mesh nodes Mesh routers

usually do not have strict constraints on power consumption. However, mesh clients

may require power efficient protocols. As an example, a mesh-capable sensor[15] re-

quires efficient communication protocol. Thus, the MAC or routing protocols opti-

mized for mesh routers may not be appropriate for mesh clients such as sensors, be-

cause power efficiency is the primary concern for wireless sensor networks.

• Compatibility and interoperability with existing wireless network For exam-

ple, WMN built based on IEEE 802.11 technologies must be compatible with IEEE

802.11 standards in the sense of supporting both mesh-capable and conventional Wi-

Fi clients. Such WMN also needs to be inter-operable with other wireless networks

such as WiMAX, Zig-Bee, and cellular networks.

Based on their characteristics, WMN is generally considered as a type of ad-hoc net-

works due to the lack of wired infrastructure that exists in cellular or Wi-Fi networks

through deployment of base stations or access points. While ad hoc networking techniques

8



are required by WMN, the additional capabilities require more sophisticated algorithms

and design principles for the realization of WMN. More specifically, instead of being a

type of ad-hoc networking, WMN aims to diversify the capabilities of ad hoc networks.

Consequently, ad hoc networks can actually be considered as a subset of WMN. To illus-

trate this point, the differences between WMN and ad hoc networks are described below.

In this comparison, the hybrid architecture is considered, since it comprises all the advan-

tages of WMN.

• Wireless infrastructure/backbone. As discussed before, WMN consists of a wireless

backbone with mesh routers. The wireless backbone provides large coverage, con-

nectivity, and robustness in the wireless domain. However, the connectivity in ad

hoc networks depends on the individual contributions of end-users which may not

be reliable.

• Integration. WMN supports conventional clients that use the same radio technolo-

gies as a mesh router. This is accomplished through host-routing function available

in mesh routers. WMN also enables integration of various existing networks such as

Wi-Fi, Internet, and sensor networks through gateway/bridge functionalities in the

mesh routers. Consequently, users in one network are provided with services in other

networks, through the use of the wireless infrastructure. The integrated wireless net-

works through WMN resemble the Internet backbone, since the physical location of

network nodes becomes less important than the capacity and network topology.

• Dedicated routing and configuration. In ad hoc networks, end-user devices also per-

form routing and configuration functionalities for all other nodes. However, WMN

contains mesh routers for these functionalities. Hence, the load on end-user devices

is significantly decreased, which provides lower energy consumption and high-end ap-

plication capabilities to possibly mobile and energy constrained end-users. Moreover,

the end-user requirements are limited which decreases the cost of devices that can

be used in WMN.

• Multiple radios. As discussed before, mesh routers can be equipped with multiple

radios to perform routing and access functionalities. This enables separation of two

main types of traffic in the wireless domain. While routing and configuration are

performed between mesh routers, the access to the network by end users can be

carried out on a different radio. This significantly improves the capacity of the net-

work. On the other hand, in ad hoc networks, these functionalities are performed in

the same channel, and as a result, the performance decreases.
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• Mobility. Since ad hoc networks provide routing using the end-user devices, the net-

work topology and connectivity depend on the movement of users. This imposes ad-

ditional challenges on routing protocols as well as on network configuration and de-

ployment.

10



3. Background and related work

In this Section, we explain the channel assignment mechanism of Hyacinth and observe

possible attacks that disrupt the channel assignment process in WMN.

3.1 Interference in WMN

Figure 3.1: Intra-path and Inter-path interference in a single-channel multi-hop ad hoc

network

Despite significant advances in physical layer technologies, the current wireless LAN

still cannot offer the same level of sustained bandwidth as their wired connections. The

advertised 54 Mbps bandwidth for IEEE 802.11a/g based hardware is the peak link-level

data rate. When all the overheads, MAC contention, 802.11 headers, ACK and packet

errors are accounted for, the actual goodput available to applications is almost halved.

In addition, the maximum link-layer data rate falls quickly with increasing distance be-

tween the transmitter and the receiver. The bandwidth problem is further aggravated for

multi-hop ad hoc networks because of interference from adjacent hops in the same path

as well as from neighboring paths. Figure 3.1 shows an example of such interference. For-

11



tunately, the IEEE 802.11b/802.11g standards[1] and IEEE 802.11a standard[2] provide

3 and 12 non-overlapping frequency channels, respectively, that could be used simultane-

ously within a neighborhood. An ability to utilize multiple channels within the same net-

work substantially increases the effective bandwidth available to wireless network nodes.

Such bandwidth aggregation is routinely used when an 802.11-based wireless LAN oper-

ates in infrastructure mode, where traffic to and from wireless nodes is distributed among

multiple interfaces of an access point or among multiple access points to avoid congestion.

However, bandwidth aggregation is rarely applied to 802.11-based LANs that operates in

the ad hoc mode.

3.2 Channel dependency problem

Figure 3.2 shows the channel dependency problem that can happen during channel assign-

ment over WMN. Each number on the straight line between nodes indicates channel num-

Figure 3.2: Channel dependency problem

ber. IEEE 802.11 a/g specification supports 3 and 12 non-overlapped frequency channels.

This feature can solve the bandwidth degradation problem in multi-hop WMN. However,

switching one of nodes channel to another one is not as simple as it looks. In Figure 3.2,

12



a node equips with two NICs. Therefore, it is able to use two channels simultaneously.

Node E is currently using channels 3 and 4. After receiving traffic load information from

other nodes in within the interference range, node E finds out that channel 7 is relatively

less crowded than other channel. Thus, node E switches the interface from 3 to 7. Then,

node D that is communicating with node E using channel 3 should also change the chan-

nel interface from 3 to 7. This ripple effect also goes all the way to other nodes including

nodes F, I and etc. This would affect the bandwidth usage over entire WMN. Therefore,

we need stable and efficient channel assignment algorithm that overcomes channel depen-

dency problem.

3.3 Hyacinth

3.3.1 Multi-channel Multi-radio WMN

Hyacinth is a multi-channel WMN architecture that equips each node with multiple 802.11

based NICs. To utilize multiple interfaces equipped in each node, we need intelligent chan-

nel assignment algorithm which decides the performance of multi-channel WMN.

Figure 3.3: Interface structure of Hyacinth node
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3.3.2 Distributed channel assignment algorithm

Figure 3.3 describes the interface structure of Hyacinth node. Hyacinth separates the in-

terface of each node into two NICSs, UP-NICs and DOWN-NICs. UP-NICs of each node

are filled with channel used by the parent node. Thus, a child node does not have to

consider the channel assignment of the UP-NICs. Other than UP-NICs, each node only

has to consider about channel assignment of the DOWN-NICs. In CHNL CHANGE mes-

sage, interface ID, current channel and new channel is specified. Also in CHNL USAGE

message, node ID, Interface ID, current channel, hop count and bandwidth usage is speci-

fied. Hyacinth proposes distributed channel assignment algorithm that takes advantage of

load information based on local traffic. Local traffic load information is propagated among

nodes within the interference range using CHNL USAGE message. Based on the informa-

tion from received CHNL USAGE message, each node makes their decision whether to

change their interface to less-loaded channel or fix it to an old channel as it was. If any

node finds relatively less-loaded channel within the interference range, he changes his in-

terface to that less loaded channel, and sends CHNL CHANGE message to the child node

for changing a channel as well.

3.4 Security vulnerabilities in channel assignment algo-

rithm

3.4.1 Assumptions

We assume that a malicious attacker can compromise any node in WMN. By compromis-

ing the relaying node, attacker can transmit false CHNL USAGE or CHNL CHANGE in-

formation to neighboring nodes. A compromised node has correct secret key to commu-

nicate with neighboring nodes. Thus, neighboring nodes accept any messages that come

from the compromised node.

3.4.2 Flooding false channel control message

Channel assignment algorithm in Hyacinth does not provide any means of secure transmis-

sion of channel control message, which means this algorithm is not designed with security

in mind. In this way, if any external attacker broadcasts false channel control message into

WMN, any node accept, and change their channel status as received message. If any ex-

ternal attacker e.g., lap-top class attacker, continuously broadcast same CHNL CHANGE
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message to neighboring nodes, making every nodes use the same channel, entire WMN

falls into denial of service status.

3.4.3 Malicious channel switching

Any compromised node can change the down interface. Upper interface of each node is

conformed to the down interface of the PARENT node. Therefore, if compromised node

deliberately change the down interface with heavily loaded channel[12]. This results band-

width problem of entire WMN. Node M is the node that is compromised by malicious at-

tacker. Attack sequence of MCS is as follows :

1. Node M receives CHNL USAGE message from neighboring nodes within the inter-

ference range.

2. Node M finds out that channels k and l are relatively much loaded than other chan-

nel.

3. Node M switches channel l to channel k, and channel j to channel n, respectively.

4. Node M then transmits CHNL CHANGE message to both node F and node H.

5. All links that locates comes before node M suffers from performance degradation due

to heavily loaded channel

Figure 3.4 shows the simulation of Hyacinth under MCS attack.

Figure 3.4: Simulation result of MCS attack
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3.4.4 Consecutive channel switching

The purpose of CCS attack is to put WMN into a quasi-stable state. Quasi-stable state

means that each node are forced to change their channel so frequently that networks can

not support stable bandwidth to user. Attack sequence of CCS is as follows:

1. Node M receives CHNL USAGE message from neighboring nodes within the inter-

ference range.

2. Node M randomly selects one of the channels in the channel list that are normally

loaded.

3. Node M then constructs CHNL USAGE message with selected channel assignments

and broadcasts it the neighboring nodes.

Figure 3.5 shows the simulation of Hyacinth under CCS attack. Unlike MCS attack,

CCS doesn’t deliberately change any channel assignment of the DOWN-NICs. Instead, it

just selects middle priority channels, and propagates CHNL USAGE which results in prop-

agation of change upwards in the routing tree. Heavily loaded channels are not selected

because such selections will affect the links closer to gateway resulting in quick adjustment

to the change and hence no ripple effect will be created. We first measure bandwidth us-

age under normal multi-radio multi-channel WMN. Attack simulation is performed using

NS2 simulator. First, we measure the bandwidth usage under MCS and CCS attacks. Un-

der CCS, bandwidth shows unstable state due to frequent channel switching.

Figure 3.5: Simulation result of CCS attack
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4. Our proposed scheme

In this Section, we propose secure channel control and message verification module to pre-

vent attacks mentioned in Section 2. First, secure channel control provides authenticated

channel assignment process between each node, thus preventing external attacker from

propagating fabricated channel control message. Second, message verification module pre-

vents inside attacker from disabling the stable channel assignment process.

4.1 Network model

A wireless mesh network can be modeled as a connected graph G = (V,E), where V is the

set of N mesh nodes and E⊂V×V is the set of wireless links. We assume that each node

uses omni-directional antennas and all wireless links are bi-directional[4]. A wireless link

exists between nodes i and j if the distance between the two nodes, di,j , is smaller than

Rt, where Rt is a fixed transmission range. For simplicity, we assume that a transceiver

has the same receiving and transmission range. Thus, in our context, each edge (i, j)∈E

represents an undirected edge of the graph G. Let the set of channels supported by the

802.11 spectrum be denoted as K, where K = 1, 2, . . . , k, and the number of radios

on each node as Mi≤|K|, ∀i∈V. We assume that all channels are orthogonal, so the in-

terference exists between two links if they are within the interference range and are as-

signed the same channel. We believe that our model can be easily extended to account

for non-orthogonal channels. To model the interference we consider a conflict graph Gc =

(Vc, I), where Vc = E and I⊂E×E. Two links (i, j) and (u, v) interfere with each other if

they operate on the same channel and any of the quantities du,i, dv,i, du,j , dv,j is smaller

than sRi, where Ri denotes the fixed interference range. Let Ii,j ⊂ I, ∀(i, j)⊂E, denote

the set of all links in the network within the interference range of link (i, j). Let L be

the load matrix of the network. Thus, Li,j is the expected traffic on link (i, j). This flow

estimate of network traffic can be obtained using tools like the CoMo project[21]. We also

make the following assumptions while modeling the channel assignment problem in wire-

less mesh networks.

• The traffic flow on the network is relatively stable over a period of time and is easy

to predict. This is a fairly reasonable assumption for enterprise networks which are
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designed for balanced network flows.

• Nodes are generally static. This ensures no major topology changes during the course

of channel assignment.

4.2 Assumption

Our proposed scheme modifies Hyacinth to protect channel assignment procedure from

external and inside attackers. We assume that each node has a capability of using mul-

tiple interface and radio. Our network consists of a set of mesh nodes, which communi-

cate both wire and wireless medium. We assume that the radio link between neighboring

devices is bidirectional. The network is operated by an authority. The authority controls

the network membership and assigns a unique identity to each node. Each pair of nodes

holds a shared secret key that can either be manually preloaded into the nodes during the

deployment phase or can be generated during the network setup phase using key estab-

lishment protocols(e.g., Perrig et al.[13];Eschenauer and Gligor[6]).

4.3 Attacker model

We consider an omnipresent but computationally bounded adversary. He/she controls the

communication channel in the sense that she is able to eavesdrop, insert, modify, and

block arbitrary messages by adding his/her own signal to the channel (e.g., in order to

jam the signal). We distinguish two attacker models: internal and external. In the exter-

nal attacker model we assume that none of the nodes involved in the protocol are compro-

mised. Thus, an external attacker cannot authenticate herself as an honest network node

to other network nodes or to the central authority. An internal attacker, however, controls

one or more network nodes. We assume that when a node is compromised, his secret keys

are known to the attacker. Subsequently, compromised nodes can authenticate themselves

as legitimate nodes to the authority and to other network nodes. A legitimate node can

also misbehave because of legitimate corruptive processes such as software, hardware, or

system faults. We classify these nodes likewise as internal attackers.

4.4 Secure channel control

We initially propose secure channel control scheme to prevent false channel control mes-

sage of external attacker. We use cryptographic measure to authenticate the received con-
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trol message. This scheme is designed to be run by two nodes that reside within the range

of communication. Table 4.1 described each steps of secure channel control.

Table 4.1: Secure channel control
Secure channel control(SCS)

1. A → B : ENCKAB
(CHNL USAGE), MACKAB

(CHNL USAGE))

2. B : Decrypt received message using KAB

3. B : Verify MACKAB
(CHNL USAGE)

4. B → A : If verified, ACK

or, NEG ACK

In this protocol, integrity and authenticity of channel control message are ensured

through use of block cipher encryption, message authentication code and of a key KAB

shared between nodes A and B. This prevents external attackers from modifying values in

the channel control message or in the acknowledgement packet, without being detected.

Furthermore, the attacker cannot impersonate node B as she does not know the secret

key KAB .

4.5 Message verification module

We modified Hyacinth to prevent three major attacks explained in the previous Section.

To prevent those attacks, we need additional module to verify two information messages,

‘CHNL USAGE’ message and ‘CHNL CHANGE’ message. In our scheme, we call this

module as, ’message verification module’. This module consists of three phase. Follow-

ings are the key idea of message verification module :

A. Neighboring nodes retains similar interference range : In Hyacinth, each node

shares channel usage status within (k+1) neighboring nodes. In other words, node

that is close to each other used to have similar interference range. Therefore, each

node can maintain similar channel usage information. This can help each node to

independently judge whether the received channel usage information is correct or not

based on other CHNL USAGE information from neighboring nodes. In our proposed

scheme, each node always maintain ’candidate channel’ to compare with CHNL CHANGE

message from PARENT node.

B. UP-NIC of the CHILD node is dependent on the DOWN-NICs of the PAR-

ENT node : To prevent the channel dependency problem of channel assignment,
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UP-NIC of each node is restricted to the DOWN-NIC of the PARENT node. In this

way, each node only concentrates on assigning channel to the DOWN-NICs. There-

fore, channel dependency problem can be prevented. This feature can be used effi-

ciently to judge CHNL USAGE information from PARENT node. For example, if

one PARENT node is compromised and propagates falsely modified CHNL USAGE

message to the CHILD node, CHILD node can compare his own CHNL USAGE with

received message. Therefore, verification mechanism can be constructed.

Based on above concept, channel control message can be filtered through message ver-

ification module. Figure 4.1 describes a structure of message verification module.

Figure 4.1: Message verification module

4.5.1 Channel status gathering phase

In channel status gathering phase, we decide candidate preferred channel by using CHNL USAGE

message received from neighboring in the interference domains of each nodes. Since CHNL USAGE

message is propagated to (k+1) hop range of each node, single node receives multiple

CHNL USAGE message from neighboring nodes. Then, that node sorts each message’s

interface list in an increasing order of bandwidth usage. Top list of each message indi-

cates the least loaded channel. Checking consistency of above value, we can select which

channel is the least loaded channel within the interference range even if there are mali-

cious nodes broadcasting false CHNL USAGE message. Pseudo code is described in Table
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4.2.

Table 4.2: Channel status gathering phase
Algorithm 1 : Channel status gathering

+ collecting n CHNL USAGE from neighboring nodes

+ for every CHNL USAGE message from 1th to nth

- for every channel list in CHNL USAGE

* sort the list in an increasing order depending on bandwidth usage

* select two topmost least loaded channels

- end for

+ mark the frequency of two topmost crowded channel

+ end for

+ select the two most frequently marked channel as a candidate preferred channel

4.5.2 Discrepancy checking

As described above, each node always maintain a n number of candidate preferred channel

(n is a number of NICs ). In this phase, we check the discrepancy between each DOWN-

NICs and UP-NICs. Discrepancy means that the channel of the CHILD node which is

assigned to one interface doesn’t correspond to the channel and the interface of the PAR-

ENT node. We covered the concept that the UP-NICs of the CHILD node are restricted

to DOWN-NICs of the PARENT node. This feature can be useful to prevent the CCS

attack that forced ripple effect to neighboring node. Let’s say that one node receives fab-

ricated message that triggers CCS attack as shown below. Pseudo code is described in

Table 4.3.

4.5.3 Message verification

False CHNL USAGE message can be filtered using second phase by checking consistency

of interface and channel between PARENT node and CHILD node. However, channel

change process is different from CHNL USAGE message propagation. In other words, chan-

nel change happens before the PARENT node sends CHNL USAGE message to the CHILD

node. Therefore, it is not possible for current Hyacinth architecture to prevent MCS at-
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Table 4.3: Discrepancy checking phase

Algorithm 2 : Discrepancy checking

+ Receiving CHNL USAGE message from the PARENT node

+ compare channel usage of the UP-NICs of each node with the one in CHNL USAGE message

from PARENT node

+ if

- the channel of the interface of PARENT node matches with channel of corresponding interface

of the CHILD node

* CHNL USAGE message is accepted

- else

* CHNL USAGE message is discarded

end for

Table 4.4: Message verification phase
Algorithm 3 : Message verification

+ Receiving CHNL CHANGE message from the PARENT node

+ compare requested channel with candidate preferred channel of the node

+ if

- requested channel matches candidate preferred channel

* channel switching is performed

- else

* channel switching is denied

+ end if

tack, in that compromised node deliberately changes the DOWN-NICs to heavily loaded

channel. Thus, we modified current Hyacinth to send CHNL USAGE message along with

CHNL CHANGE message. Previous channel switching is performed without the agree-

ment of CHILD node. In our model, we transmit the CHNL USAGE and CHNL CHANGE

simultaneously to compare the consistency of channel switching. If candidate preferred

channel of the CHILD node is consistent with the switching channel of the PARENT node,

channel switching is performed. However, if this is not consistent, channel switching is de-

nied. Pseudo code is described in Table 4.4.
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5. Performance and security analysis

We conducted performance evaluation using NS-2 simulator[11]. We implemented Hyacinth

architecture and add security mechanism at the network layer protocol stack. We used a

15 node grid topology for physical placement of the nodes. The distance between each

node was adjusted to restrict the interference domain of the nodes to two hop physical

neighbors. The security mechanism was added to the Hyacinth channel assignment algo-

rithm and the performance was compared between the Hyacinth model under attacks and

the protected Hyacinth model using proposed security mechanism under attacks.

5.1 Performance analysis

We first measure the goodput of the target network when no attack is launched. Then,

Hyacinth under each attack is simulated. Finally, Hyacinth with security mechanism un-

der each attack is simulated to measure the network goodput. Figures 5.1 and 5.2 shows

the simulation result under three circumstances; MCS and CCS attack, respectively. The

result shows that goodput under each attack severely degrades the performance of WMN.

However, our security mechanism can protect those attacks and preserve the stable good-

put of WMN. Simulation parameter is as follows:

• Node / topology : 15 node / grid layout

• Interference range : Two hop range

• 802.11 Specification : b/g

• The number of non-overlapped radio channel : 3

• Flow type : Two Constant Bit Rate (CBR)

• Flow rate : 0 ∼ 5Mbps

• Encryption : AES-128 CBC

As can be shown in Figures 5.1 and 5.2, our proposed scheme is useful for protecting

channel assignment process from malicious attack. We assume that attacker starts his/her

attack at 100 second when the goodput of the network converges up to 2.5. Although MCS
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Figure 5.1: Simulation of proposed scheme under MCS attack

Figure 5.2: Simulation of proposed scheme under CCS attack

and CCS begin, goodput of entire network is not degraded. As can be shown in Fig 5.1

and 5.2, network goodput does not converge at the same time as normal Hyacinth does.

The reason is that it consumes additional encryption overhead during the secure channel

control phase. It takes an additional time to encrypt the communication channel between

each node.
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5.2 Security analysis

Security requirements of Hyacinth are as follows: confidentiality and availability. Normal

Hyacinth was designed without considering these security considerations. However, our

proposed scheme uses cryptographic measure to provide confidentiality. Also, message ver-

ification module guarantees availability of stable channel assignment by filtering the ma-

licious channel control message generated by compromised node.

• Confidentiality CHNL USAGE and CHNL CHANGE messages are valuable to ex-

ternal attacker, investigating which channel the target node is using. If any specific

node takes charge of significant role in WMN, disabling only those nodes would put

entire WMN into poor performance. Moreover, leakage of channel information helps

malicious attacker identifying the status of network, which leads to further attack

attempt. Thus, protecting these channel related information is important task.

Our proposed scheme encrypts CHNL USAGE and CHNL CHANGE message trans-

mitting between each node, thus preventing external attacker from collecting these

messages. If any external attacker without the knowledge of shared secret key prop-

agates false channel control messages into the network, those messages are denied

since they cannot be decrypted without proper secret key.

• Availability Attacks mentioned in Section 3.4 significantly degrades the performance

of WMN. As the attacks continuously happen, whole WMN goes into DoS status.

Those attacks are launched by compromised nodes, thus making it difficult to pro-

tect by cryptographic primitive. Using message verification module, each nodes fil-

ter the receiving control message from the neighboring nodes. Based on the inherent

character of Hyacinth, receiver can judge if the CHNL USAGE message originates

from the legitimate nodes or not. Moreover, candidate preferred channel is period-

ically maintained on each nodes to judge if the demanding channel in the received

CHNL CHANGE message is proper or not. Even if the compromised nodes exist

among the neighboring nodes, false channel control message is filtered through pro-

posed filtering mechanism.
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6. Conclusion

We explain the security vulnerabilities of channel assignment architecture Hyacinth. At-

tacker model is classified into two categories : external and internal attacker. External

attacker does not have precise knowledge about the network e.g., secret key. Internal at-

tacker can be compromised nodes which know the shared secret key among each node.

External attacker can propagate false channel control message, interrupting the stable

channel assignment. Also, internal attacker can transmit any fabricated CHNL USAGE or

CHNL CHANGE message to neighboring nodes. Compromised node then can deliberately

change the DOWN-NICs with heavily loaded channel, so that bandwidth usage over entire

WMN is degraded. Moreover, propagating wrong CHNL USAGE message triggers further

channel switching to reverse direction of spanning tree of nodes. We define these attacks

as MCS and CCS.

In this thesis, we modified the current Hyacinth architecture to prevent from the two

attacks. First, we provide secure channel control to protect the channel assignment process

from external attacker. We use cryptographic primitive e.g., block cipher to encrypt the

channel control message. Second, we add an additional module called, Message verification

module. This module consists of three phase, Channel status gathering, Discrepancy check-

ing and Message verification. In channel status gathering, node collects CHNL USAGE

message from neighboring nodes and selects the candidate preferred channel. In discrep-

ancy checking phase, node check the discrepancy of the channel and interface from re-

quested channel and interface. In message verification phase, node compares requested

switching channel from PARENT node with the candidate preferred channel to verify the

integrity of CHNL CHANGE message. Our simulation result using NS-2 simulator shows

that proposed scheme can protect channel assignment process from both external and in-

ternal attacker in the presence of attacker that launches MCS and CCS attacks.
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요약문

다중라디오다중채널무선메쉬네트워크에서의
안전한채널할당을위한인증기법에관한연구

Hyacinth는 Ashish 등에 의해 제안된 다중-라디오 다중-채널 무선 메시 네트워크를 위한

효율적인 채널 할당 알고리즘이다. 그러나 본 학위논문에서는 Hyacinth가 보안 메커니즘

을 고려하지 않고 디자인되었다는 점을 지적한다. 외부 공격자로부터의 위조 채널 제어

패킷은 네트워크 굿풋을 저하시킨다. 또한 탈취 노드와 같은 내부 공격자로부터의 서비스

거부 공격:MCS(malicious channel switching), CCS(consecutive channel switching)은 채널

할당 알고리즘을 서비스 거부 상태에 빠뜨릴 수 있다. 본 학위논문에서는 외부와 내부 공

격자로부터의 공격에 안전한 다중-라디오 다중-채널 무선 메시네트워크를 위한 채널 할당

알고리즘을 제안한다. 본 논문의 채널 할당 알고리즘은 첫번째로, 외부 공격자로부터의

위조 제어 패킷에 대응하기 위해 Secure channel control, 둘째로 내부 공격자로부터의 서

비스 거부 공격을 막기 위해 Message verification module을 제공한다. NS2를 사용한 시

뮬레이션을 통해 제안방식이 외부와 내부 공격자로부터의 공격을 효율적으로 막아, 안정

적인 채널 할당을 유지해준다.
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장성이형, 날카로운 안목으로 논문 아이디어의 장단점을 지적해주시는 진이형, 끝없는 호

기심으로 논문에 대해 질문해주시는 규석형, 2년간 연구, 수업, 과제를 같이 해왔던 동기

명한과 임성, 똘똘하고 일 잘하는 후배 준현, 모두가 있어줘서 무사히 석사 생활 마칠 수

있었습니다. 기도로 제 뒤를 항상 밀어주시는 어머니와 말씀은 안하시지만 항상 저를 걱

정하시는 아버지, 사랑합니다.
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