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AbstratIn the ubiquitous environment, Wireless Sensor Network (WSN) is themost important infrastruture. WSN usually onsists of a large number of tinysensor nodes with limited omputation apaity, memory spae and powerresoure. Typially, WSNs are deployed at high density in regions requiringsurveillane and monitoring. In military appliations, sensor nodes may bedeployed in unattended or hostile environments suh as battle�elds. Indi-vidually, eah sensor node senses many interesting phenomena with simpleomputations and transfers this information to others or base-station usingwireless ommuniation hannel.WSNs are, therefore, vulnerable to various kinds of maliious attaks likeeavesdropping, masquerading, traÆ-analysis, et. Hene, it is important toprotet ommuniations among sensor nodes to maintain message on�den-tiality and integrity. However, for this, the utilization of publi key ryptosys-tems is infeasible sine sensor nodes su�er from resoure onstraints like lowpower, limited omputation apability, ommuniation, et. Therefore, thesymmetri key ryptosystems are usually failitated for WSNs to establishthe seure ommuniation hannel between sensor nodes. Hene, reent re-searhes mainly fous on the eÆient key pre-distribution sheme for sharingi



the seret keys between sensor nodes to utilize the symmetri ryptosystems.Reently, many random key pre-distribution shemes [14, 11, 8, 7, 18, 19℄have been proposed. The main advantage of random key pre-distributionshemes is that ommuniation osts per sensor node are onstant regardlessof the total number of sensor nodes in the WSN. Random key pre-distributionwas �rst proposed by Eshenauer et al.. Chan et al. extended this sheme toenhane the seurity and resiliene of the network using q-ompositeness. Duet al. and Liu et al. further extended random key pre-distribution approahto pairwise key pre-distribution approah in whih the shared key between anytwo sensors is uniquely omputed so that the resiliene against node aptureis signi�antly improved. They also proposed the shemes whih failitatethe loation of eah sensor node as pre-deployment knowledge.However, the existing shemes still require eah sensor node to be loadedwith a large number of keys for large sale WSNs. Also, in the ase of uti-lization of pre-deployment knowledge suh as loation, although a WSN isdeployed via random sattering in the group-manner, atually it's diÆultthat the shemes know beforehand whih nodes will be within ommunia-tion range of eah other after deployment. Even if the sensor nodes are de-ployed by hand, the large number of sensor nodes involved makes it ostly topre-determine the loation of every individual sensor node in eah group. Fur-thermore, sine real operational mehanisms of WSNs by whih nodes transittheir states periodially are not taken into onsideration arefully while de-signing key management shemes, redundant key assignments for eah sensornode an be happened.In this thesis, to solve the drawbaks of previous shemes, we propose anovel key management sheme that exploits new pre-deployment knowledge,state of sensors, whih an be preditable probabilistially. Before proposingour sheme, we lassify the state of eah sensor nodes as only two states, sleepand ative. The sensor nodes in sleep-state are unable to send and reeivedata so they annot ommuniate with the external world, and vie versa ifii



sensor nodes in ative-state. We also de�ne the Ative-State Group (ASG) asthe set of sensor nodes whih have high probabilities to be in ative-state atthe same time-interval, and model the probability that eah ASG is in ative-state as 1-D Gaussian distribution. Through this modeling, nodes whih havehigh probabilities to be in ative-state at the same time an share more keysso that the proposed sheme requires smaller number of keys for eah sensornode to arry. Sine the number of required keys is redued, our shemeis more resilient against node aptures and requires less memory spae forstoring keys. The probability that any two nodes whih are in ative-state atgiven time-interval share at least one ommon key is modeled mathematiallyusing the probability distribution funtion, ombination, et. The analysis ofour proposed sheme shows the better performane and seurity strength thanother shemes.
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Chapter 1Introdution1.1 Wireless Sensor NetworksWireless Sensor Networks (WSNs) have reently ome into prominene be-ause they hold the potential to revolutionize many segments of our eonomyand life, from environmental monitoring and onservation, to manufaturingand business asset management, to automation in the transportation andhealth-are industries. In the near future, tiny, dirt-heap sensors may beliterally sprayed onto roads, walls, or mahines, reating a digital skin thatsenses a variety of physial phenomena of interest: monitor pedestrian or ve-hiular traÆ in human-aware environments for environmental onservation,detet forest �res to aid rapid emergeny response, and trak job ows andsupply hains in smart fatories.All WSNs have ertain fundamental features in ommon. Perhaps mostessential is that they are embedded in the real world. Sensors detet theworld's physial nature, suh as light intensity, temperature, sound, or prox-imity to objets. Similarly, atuators a�et the world in some way, suh astoggling a swith, making a noise, or exerting a fore. WSNs usually onsistof a large number of tiny nodes. Individually, eah node is autonomous andhas short range; olletively, they are ooperative and e�etive over a largearea.Typially, sensor nodes are spread randomly over the deployment regionunder srutiny and ollet sensor data. Examples of WSN projets inlude1



SmartDust[12℄ and WINS[20℄. WSNs are being deployed at high densityin regions requiring surveillane and monitoring. In military appliations,sensor nodes may be deployed in unattended or hostile environments suhas battle�elds. Individually, eah sensor senses many interesting phenomenaand transfers the information to others using inseure wireless ommuniationhannel.However, WSN also introdue aute resoure onstraints due to the lakof data storage and power. Both of these represent major obstales to theimplementation of traditional omputer seurity tehniques in a WSN. Theunreliable ommuniation hannel and unattended operation make the seu-rity defenses even harder.1.2 Our ContributionTo provide seurity in WSN, ommuniation should be enrypted and authen-tiated. An open researh issue is how to bootstrap seure ommuniationsamong sensor nodes, i.e. how to set up seret keys among ommuniatingnodes? This key agreement problem is a part of key management prob-lem, whih has been widely studied in general network environments. Thereare three types of general key agreement shemes: trusted-server sheme,self-enforing sheme, and key pre-distribution sheme. The trusted-serversheme depends on a trusted server for key agreement between nodes. Thistype of sheme is not suitable for WSN sine there is usually no trustedinfrastruture in WSN. The self-enforing sheme depends on asymmetriryptography, suh as key agreement using publi key erti�ates. However,limited omputation and energy resoures of sensor node often make it infea-sible to use publi key algorithms, suh as DiÆe-Hellman key agreement orRSA. The third type of key agreement sheme is key pre-distribution, wherekey information is distributed among all sensor nodes prior to deployment.There exist a number of key pre-distribution shemes. A naive solution2



is to let all the nodes arry a master seret key. Any pair of nodes anuse this global master seret key to ahieve key agreement and obtain anew pairwise key. This sheme does not exhibit desirable network resiliene:if one node is ompromised, the seurity of the entire sensor network willbe ompromised. Some existing studies suggest storing the master key intamper-resistant hardware to redue the risk, but this inreases the ost andenergy onsumption of eah sensor. Furthermore, tamper-resistant hardwaremight not always be safe. Another key pre-distribution sheme is to let eahsensor arry N � 1 seret pairwise keys, eah of whih is known only to thissensor and one of the other N � 1 sensors (assuming N is the total numberof sensors). The resiliene of this sheme is perfet beause ompromisingone node does not a�et the seurity of ommuniations among other nodes;however, this sheme is impratial for sensors with an extremely limitedamount of memory beause N ould be large. Moreover, adding new nodesto a pre-existing sensor network is diÆult beause the existing nodes do nothave the new nodesï keys.In this thesis, we mainly fous on the random key pre-distribution shemesfor WSN, whih is one of the prominent researh areas in key pre-distributionsheme. Here, a variety of previous shemes are surveyed and the drawbaks ofthem are disussed. Further, to address these problems of previous shemes,we propose a novel random key pre-distribution sheme that exploits newdeployment knowledge, state of sensors. Our proposed sheme an avoidredundant key assignments and redue the number of required keys that eahsensor node should arry while supporting higher onnetivity and betterresiliene against node aptures. The analysis of our proposed sheme showsthe better performane and seurity strength than the previous shemes.
3



1.3 Organization of the thesisThe remainder of the thesis is organized as follows:In Chapter 2, we introdue the basi knowledge about WSN suh as termsand onepts, appliations, and operational paradigms of WSN. Espeially,we disuss about obstales and seurity threats of WSN whih should beonsidered and addressed when onstruting the seurity shemes for WSN.The existing key pre-distribution shemes and their drawbaks are desribedin this hapter.We propose our sheme in Chapter ??. Addressing the shortomingsof previous shemes requires reduing the number of keys that eah sensorshould arry by removing redundant key assignments. For this objetive, wepropose the sheme makes the sensor nodes that have high probability to bein ative-state at the same time share more keys than others.In Chapter ??, we analyze our proposed sheme with respet to the on-netivity, seurity, memory usage, et. These riteria are seriously a�etedby the number of required keys that eah sensor node should arry beforedeployment. For eah analysis, we ompare the proposed sheme with theexisting shemes.Finally, we onlude and disuss about future works in Chapter ??.
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Chapter 2Preliminaries2.1 WSN Bakground2.1.1 Overview

Figure 2.1: Overview of Wireless Sensor NetworksAs shown in Figure 2.1, WSN usually onsists of a large number of tinysensor nodes, whih are equipped with limited omputing and radio om-muniation apabilities. They operate in various kinds of �elds, performingtasks suh as environmental monitoring and surveillane. A typial networkon�guration is omposed of sensors working unattended and transmittingtheir observation values to some proessing or ontrol enter, the so-alledbase station, whih serves as a user interfae. Due to the limited transmis-5



sion range, sensors that are far away from the base station deliver their datathrough multihop ommuniations, i.e., using intermediate nodes as relays.Simple appliation senario of WSN an be as follows: When nodes sensessome interest phenomena suh as an invader, et., they perform some simpleomputations and then forward data to upstream nodes for aggregation. Afterdata aggregation is ompleted, data is transmitted to the base station forfuture and valuable usage of the olleted data. For instane, this data maybe failitated for alling the poliy diretly after sensing the fat that hereomes an intruder.Sine every ommuniation between sensor nodes is transmitted via un-reliable wireless ommuniation hannel, the data is vulnerable to the eaves-dropping attak done by adversaries. If sensitive data is not enrypted, thena loss of on�dentiality may our if someone passively monitors the trans-missions emanating from the WSN. Furthermore, without applying authen-tiation mehanism to WSN, data aggregation is also vulnerable to replayattak sine authentiating of its downstream peers beomes a ritial issue.Besides, DoS, spoo�ng, resoure-exhaustion attak, et., an be the potentialattaks for WSN[6℄.To address these seurity threats, seret key should be pre-loaded to eahsensor for guaranteeing the seure operation of WSN. Therefore, seure keymanagement, espeially key pre-distribution arises as a prominent researharea for WSN. The key pre-distribution means that key information is dis-tributed among all sensor nodes prior to deployment.2.1.2 Key De�nitions of WSNWSN is an interdisiplinary researh area that draws on ontributions fromsignal proessing, networking and protools, databases and information man-agement, distributed algorithms, and embedded systems and arhiteture. Inthe following, we de�ne a number of key terms and onepts that will be used6



throughout this thesis.� Sensor : A transduer that onverts a physial phenomenon suh asheat, light, sound, or motion into eletrial or other signals that maybe further manipulated by other apparatus.� Sensor node: A basi unit in a WSN, with on-board sensors, proessor,memory, wireless modem, and power supply. It is often abbreviated asnode. When a node has only a single sensor on board, the node is some-times also referred to as a sensor, reating some onfusion. Throughoutthis thesis, we use the terms sensor, sensor nodes, and nodes inter-hangeably.� Network topology : A onnetivity graph where nodes are sensor nodesand edges are ommuniation links. In a wireless network, the linkrepresents a one-hop onnetion, and the neighbors of a node are thosewithin the radio range of the node.� Task : Either high-level system tasks whih may inlude sensing, om-muniation, proessing, and resoure alloation, or appliation taskswhih may inlude detetion, lassi�ation, loalization, or traking.� Resoure: Resoures inlude sensors, ommuniations links, proessors,on-board memory, and node energy reserves. Resoure alloation as-signs resoures to tasks, typially optimizing some performane obje-tive.� Evaluation metri: A measurable quantity that desribes how well thesystem is performing on some absolute sale. Examples inlude paketloss (system), network dwell time (system), trak loss (appliation),false alarm rate (appliation), probability of orret assoiation (ap-pliation), loation error (appliation), probability of key sharing (ap-pliation), or proessing lateny (appliation/system). An evaluation7



method is a proess for omparing the value of applying the metris onan experimental system with that of some other benhmark system orshemes.2.1.3 WSN AppliationsWSN is designed to perform a set of high-level information proessing taskssuh as detetion, traking, or lassi�ation. Measures of performane forthese tasks are well de�ned, inluding detetion of false alarms or misses, las-si�ation errors, and trak quality. Appliations of WSN are widely spread-ing and an vary signi�antly in appliation requirements, modes of deploy-ment(e.g., ad ho versus instrumented environment), sensing modality, ormeans of power supply (e.g., battery versus wall-soket). Sample ommerialand military appliations inlude:� Environmental monitoring (e.g., traÆ, habitat, seurity)� Industrial sensing and diagnostis (e.g., applianes, fatory, supply hains)� Infrastruture protetion (e.g., power grids, water distribution)� Battle�eld awareness (e.g., multitarget traking)� Context-aware omputing (e.g., intelligent home, responsive environ-ment)2.1.4 Seurity Threats To A WSNThere are many vulnerabilities and threats to a WSN. They inlude outagesdue to equipment breakdown and power failures, non-deliberate damage fromenvironmental fators, physial tampering, and information gathering. In [6℄,several seurity threats to a WSN are identi�ed. Here, we briey desribe thevulnerabilities and seurity threats to a WSN as follows:8



Passive Information GatheringIf ommuniations between sensors, or between sensors and intermediatenodes or olletion points are in the lear, then an intruder with an ap-propriately powerful reeiver and well designed antenna an passively pik o�the data stream.Subversion of a NodeIf a node is aptured, it may be tampered with, eletronially interrogated andperhaps ompromised. One ompromised, the sensor node may dislose itsryptographi keying material and aess to the higher levels of ommunia-tion and sensor funtionality may be available to the attaker. Seure sensornodes, therefore, must be designed to be tamper proof and should reat totampering in a fail omplete manner where ryptographi keys and programmemory are erased. Moreover, the seure sensor needs to be designed so thatits emanations do not ause sensitive information to leak from the sensor.False NodeAn invader might \add" a node to a system and feed false data or blokthe passage of true data. Typially, a false node is a omputationally robustdevie that impersonates a sensor node.While suh problems with maliious hosts have been studied in distributedsystems, as well as ad-ho networking, the solutions proposed (group keyagreements, quorums and per hop authentiation) are in general too ompu-tationally demanding to work for sensors.Node MalfuntionA node in a WSN may malfuntion and generate inaurate or false data.Moreover, if the node serves as an intermediary, forwarding data on behalf of9



other nodes, it may drop or garble pakets in transit. Deteting and ullingthese nodes from the WSN beomes an issue.Node OutageIf a node serves as an intermediary or olletion and aggregation point, whathappens if the node stops funtioning? The protools employed by the WSNneed to be robust enough mitigate the e�ets of outages by providing alternateroutes.Message CorruptionAttaks against the integrity of a message our when an intruder insertsthemselves between the soure and destination and modify the ontents of amessage.Denial of Servie(DoS)A DoS on a WSN may take several forms. Suh an attak may onsist ofa jamming the radio link, ould exhaust resoures or misroute data illegally.Karlof and Wagner [5℄ identi�ed several DoS attaks inluding: \Blak Hole",\Resoure Exhaustion", \Sinkholes", \Indued Routing Loops", \Wormholes",and \Flooding" that are direted against the routing protool employed bythe WSN.TraÆ AnalysisAlthough ommuniations might be enrypted, an analysis of ause and e�et,ommuniations patterns and sensor ativity might reveal enough informationto enable an adversary to defeat or subvert the mission of WSN. Addressingand routing information transmitted in the lear often ontributes to traÆanalysis. 10



2.1.5 WSN Operational ParadigmsWSNs are ategorized aording to its operational paradigm[6℄. Some mod-els of operation are simple; the sensor takes some observations and blindlytransmits the data. Other operational are omplex and inlude algorithms fordata aggregation and data proessing. In order to disuss seurity measuresfor a WSN sensibly, one must know the threats that must be defended, andequally important, those that need not be provided for. It is impossible toprotet the WSN against all possible attaks. One must selet a model ofthe adversary's apabilities. Therefore, in the rest part of this subsetion,we briey desribe the operational paradigms that a WSN may use and or-responding vulnerabilities. In eah ase, we assume that there exits a basestation.Simple Colletion and TransmittalThe sensor nodes senses periodially and transmit the assoiated data diretlyto the olletion point. Transmission ours either immediately followingdata olletion or is sheduled at some periodi interval. In this paradigmeah node is only onerned with its transmission to the base station, whihis assumed to be within range. Thus, any notion of routing or o-operationamong nodes is absent from this paradigm.This operational paradigm is vulnerable to attaks direted against theLink Layer. DoS attaks inlude jamming the radio frequeny and ollisionindution. It is also vulnerable to spoo�ng attaks in whih a ounterfeitdata soure broadasts spurious information. If the data in a plaintext formis onsidered to be sensitive, a loss of on�dentiality may our if someonepassively monitors the transmissions emanating from the WSN. Reply attakin whih an adversary transmits old and/or false data to nodes in the WSNan also be mounted on the six paradigms disussed here.11



ForwardingSensors ollet and transmit data to one or more neighboring sensors thatlie on a path to the base station. In turn, the intermediate sensors forwardthe data to the olletion point or to additional neighbors. Regardless of thelength of the path, the data eventually reahes the olletion point. Unlike the�rst paradigm, o-operation among nodes in \routing" the data to the basestation is part of this paradigm. That is, a node that reeives data intendedfor the base station attempts to transmit the same toward the latter, insteadof throwing the data away.In addition to the vulnerabilities identi�ed under the Simple Colletionand Transmittal paradigm, this method is also vulnerable to Blak Hole, DataCorruption and Resoure Exhaustion attaks. In a Blak Hole attak, thesensor node that is responsible for forwarding the data drops pakets insteadof forwarding them. A Data Corruption attak ours when the intermediatenode modi�es transient data prior to forwarding it. These attaks requirethat the node be subverted or that a foreign, maliious node be suessfullyinserted into the network. A Resoure Exhaustion attak ours when anattaker maliiously transmits an inordinate amount of data to be forwarded,onsequently ausing the intermediate node(s) to exhaust their power supply.Reeive and Proess CommandsIn this paradigm, sensors reeive ommand from a base station, either di-retly or via forwarding, and on�gure or re-on�gure themselves based onthe ommands. This ability to proess ommands is in addition to that oftransmitting unsoliited data to the base station and helps in ontrollingthe amount of data handled by the WSN. In this model, the ommuniationparadigm hanges from being exlusively many-to-one to now inlude one-to-many ommuniation whih means that whereas in the former, the datatransmitted was intended only for the base station, in the latter, the data12



(i.e., ommand) is appliable to one or more sensor nodes. Commands maybe broadast to the entire WSN or may be uniast to a single sensor. If uni-ast messaging is employed, then some form of addressing of eah individualnode needs to be employed. However, no guarantees on the uniast messageatually reahing the intended reipient an be given, beause none of thenodes in the WSN may be aware of either route(s) to the reipient or thetopology of the WSN.In addition to being vulnerable to all of the previously mentioned attaks,the Reeive and Proess Commands paradigm is also vulnerable to attakswhere an adversary impersonates the base station and issues spurious om-mands.Self-OrganizationUpon deployment, the WSN self organizes, and a entral base station(s) learnsthe network topology. Knowledge of the topology may remain at the basestation or it may be shared, in whole or in part, with the nodes of the WSN.This paradigm may inlude the use of more powerful sensors that serve asluster heads for small oalitions within the WSN.This paradigm requires a strong notion of routing, therefore, in additionto being vulnerable to all of the previously introdued attaks, this paradigmis vulnerable to attaks against the routing protool. These attaks inludeIndued Routing Loops, Sinkholes, Wormholes and HELLO Flooding.Data AggregationNodes in the WSN aggregate data from downstream nodes, inorporatingtheir own data with the inoming data. The omposite data is then forwardedto a olletion point.This paradigm is partiularly vulnerable to replay attaks sine the au-thentiation of its downstream peers beome an issue. In the previous paradigms,13



the authentiation of the sensor node was left to the base station, whih is notan issue beause the base stations are robust and onsiderably more powerfulthan the sensor nodes. In this paradigm, eah sensor node that utilizes datafrom another sensor node now an not just forward the data as reeived, andtherefore must ensure that the data is provided by an authorized member ofthe WSN.Optimization: Flexibility and AdaptionPrediated upon their own measurements and upon the values of inomingdata, this paradigm requires that the sensors in the WSN make deisions.For instane, a deision may be whether to perform a alulation or aquirethe needed value from a peer. Therefore nodes an provide that the peer hasthe value and that knowledge is known in advane by the requester.This operational paradigm shares the same seurity onerns and issuesas does the Data Aggregation paradigm.2.1.6 Obstales of WSN SeurityA WSN is a speial network whih has many onstraints omparing to thetraditional omputer network. Due to these onstraints it is diÆult to di-retly employ the existing seurity approahes to the area of wireless sensornetworks. Therefore, to develop useful seurity mehanisms while borrowingthe ideas from the urrent seurity tehniques, it is neessary to know andunderstand these onstraints �rst.Very Limited ResouresAll seurity approahes require a ertain amount of resoures for the im-plementation, inluding data memory, ode spae, and energy to power thesensor. However, urrently these resoures are very limited in a tiny wirelesssensor. 14



� Limited Memory and Storage Spae A sensor is a tiny devie withonly a small amount of memory and storage spae for the ode. In orderto build an e�etive seurity mehanism, it is neessary to limit the odesize of the seurity algorithm. For example, one ommon sensor typehas an 8-bit, 4MHz CPU only with only 8K (total) of memory and diskspae. With suh a limitation, the software built for the sensor mustalso be quite small. The total available ode spae of TinyOS, the de-fato operating system for wireless sensors, is just about 4K, and theore sheduler oupies only 178 bytes. Therefore, the ode size for theall seurity related ode must also be small.� Power Limitation Energy is the biggest onstraint to wireless sensorapabilities. We assume that one sensor nodes are deployed in a WSN,they annot be easily replaed (high operating ost) or reharged (highost of sensors). Therefore, the battery harge taken with them to the�eld must be onserved to extend the life of the individual sensor nodeand the entire WSN. When implementing a ryptographi funtion orprotool within a sensor node, the energy impat of the added seurityode must be onsidered. When adding seurity to a sensor node, weare interested in the impat that seurity has on the lifespan of a sen-sor (i.e., its battery life). The extra power onsumed by sensor nodesdue to seurity is related to the proessing required for seurity fun-tions (e.g., enryption, deryption, signing data, verifying signatures),the energy required to transmit the seurity related data or overhead(e.g., initialization vetors needed for enryption/deryption), and theenergy required to store seurity parameters in a seure manner (e.g.,ryptographi key storage).
15



Unreliable CommuniationCertainly, unreliable ommuniation is another threat to sensor seurity. Theseurity of the network relies heavily on a de�ned protool, whih in turndepends on ommuniation.� Unreliable Transfer Normally the paket-based routing of WSN isonnetionless and thus inherently unreliable. Pakets may get dam-aged due to hannel errors or dropped at highly ongested nodes. Thisauses lost or missing pakets. Furthermore, the unreliable wirelessommuniation hannel also results in damaged pakets. Higher han-nel error rate also fores the software developer to devote resoures toerror handling. More importantly, if the protool laks the appropriateerror handling it is possible to lose ritial seurity pakets. This mayinlude, for example, a ryptographi key.� Conits Even if the hannel is reliable, the ommuniation may stillbe unreliable. This is due to the broadast nature of WSN. If paketsmeet in the middle of transfer, onits will our in an interruptedtransfer. In a rowded (high density) WSN, this an be a major prob-lem.� Lateny The multi-hop routing, network ongestion, and node pro-essing an lead to the lateny of the network, thus make it diÆult toahieve the synhronization among sensor nodes. The synhronizationissues an be ritial to sensor seurity where the seurity mehanismrelies on ritial event reports and ryptographi key distribution.Unattended OperationDepending on the funtion of the partiular WSN, the sensor nodes may beleft unattended for long periods of time. There are three main aveats tounattended sensor nodes: 16



� Exposure to Physial Attaks The sensor may be deployed in anenvironment open to adversaries, bad weather, and so on. The likeli-hood of a sensor to 3 su�er a physial attak in suh an environment istherefore muh higher than the typial PCs, whih is loated in a seureplae and mainly faes attaks from a network.� Managed Remotely Remote management of WSN makes it virtu-ally impossible to detet physial tampering (i.e., through tamper-proofseals) and physial maintenane issues (e.g., battery replaement). Per-haps the most extreme example of this is a sensor node used for remotereonnaissane missions behind enemy lines. In suh a ase, the nodemay not have any physial ontat with friendly fores one deployed.� No Central Management Point A WSN should be a distributednetwork without a entral management point. This will inrease thevitality of the WSN. However, if designed inorretly, it will make thenetwork organization diÆult, ineÆient, and fragile.Perhaps most importantly, the longer that a sensor is left unattended themore likely that an adversary has ompromised the node.2.2 Related WorksAs we disussed in the previous setion, WSN su�ers from a variety of se-urity threats. In this thesis, we mainly fous on the eavesdropping andphysial attaks on sensor nodes. To prevent these threats, enryption of allmessages should be supported. Therefore, sensor nodes should share someryptographi keys for enryption. For this, robust and seure key manage-ment sheme is required sine WSN has a resoure onstraints. Also, themethod to minimize the damage aused by the physial attaks like nodeapture should be onsidered while designing the seurity shemes.17



Eshenauer et al. reently proposed a random key pre-distribution sheme:before deployment, eah sensor node reeives a random subset of keys froma large key pool. To agree on a key for ommuniation, two nodes �nd oneommon key within their subsets and use that key as their shared seret key.Eshenauer et al.'s sheme is further improved by Chan et al., by Du et al.,and by Liu et al..In this setion, we briey introdue the famous key management shemesfor WSN. Furthermore, we disuss about the problems for previous shemesin detail.2.2.1 Eshenauer et al.'s ShemeEshenauer et al. �rst proposed a random key pre-distribution sheme[14℄.Let m denote the number of distint ryptographi keys that an be storedon a sensor node. This sheme works as follows: Before sensor nodes aredeployed, an initialization phase is performed. In the initialization phase, arandom pool (set) of keys S is seleted from the total possible key spae. Foreah node, m keys are randomly seleted from the key pool S and stored intothe node's memory. This set of m keys is alled the node's key ring. Theardinality of a key pool, jSj, is hosen suh that two random subsets of sizem in S will share at least one ommon key with some probability p.After the deployment of all sensor nodes, a key-setup phase is performed.The nodes �rst perform key-disovery to �nd out with whih of their neighborsthey share a key. Suh key disovery an be performed by assigning a shortidenti�er to eah key prior to deployment, and having eah node broadastits set of identi�ers. Nodes whih disover that they ontain a shared keyin their key rings an then verify that their neighbor atually holds the keythrough a hallenge-response protool. The shared key then beomes the keyfor that link.After key-set is omplete, a onneted graph of seure links is formed.18



Nodes an then set up path keys with nodes in their viinity whom they didnot happen to share keys with in their key rings. If the graph is onneted,a path an be found from a soure node to its neighbor. The soure nodean then generate a path key and send it seurely via the path to the targetnode.2.2.2 Chan et al.'s ShemeIn Eshenauer et al.'s sheme, any two neighboring nodes need to �nd asingle ommon key from their key rings to establish a seure link in the key-setup phase. Chan et al. further extended Eshenauer et al.'s sheme usingq-ompositeness. By inreasing the amount of keys overlap required for key-setup, the network resiliene against node aptures is improved.Then, let's take a look at this sheme in detail. The operation of theq-omposite keys sheme is similar to that of the Eshenauer et al.'s sheme,di�ering only in the size of the key pool S and the fat that multiple keys areused to establish ommuniations instead of just one.In the initialization phase, a set S of random keys is seleted from thetotal key spae. For eah node, m keys are randomly seleted from S (wherem is the number of keys that eah node an arry in its key ring) and storedinto the node's key ring.In the key-setup phase, eah node must disover all ommon keys it pos-sesses with eah of its neighbors. This an be aomplished with a simple loalbroadast of all key identi�ers that a node possesses. While broadast-basedkey disovery is straightforward to implement, it has the disadvantage thata asual eavesdropper an identify the key sets of all the nodes in a networkand thus pik up an optimal set of nodes to ompromise in order to disovera large subset of the key pool S. A more seure, but slower, method of keydisovery ould utilize lient puzzles suh as a Merkle puzzle[17℄. Eah nodeould issue m lient puzzles (one for eah of the m keys) to eah neighboring19



node. Any node that responds with the orret answer to the lient puzzle isthus identi�ed as knowing the assoiated key.After key disovery was �nished, eah node an identify every neighbornode with whih it shares at least q keys. Let the number of atual keysshared be q0, where q0 � q. A new ommuniation link key K is generatedas the hash of all shared keys, e.g., K = hash(k1jjk2jj : : : kq0). The keys arehashed in some anonial order, for example, based on the order they ourin the original key pool S. Key-setup is not performed between nodes thatshare fewer than q keys.Now, we introdue how to alulate the ritial parameter jSj, the sizeof the key pool. If the key pool size is too large, then the probability thatany two nodes sharing at least q keys would be less than p (the probabilityof Eshenauer et al.'s sheme), and the network may not be onneted afterbootstrapping is omplete. If the key pool size is too small, then seurity anbe unneessarily sari�ed. Therefore, a key pool size should be hosen suhthat the probability of any two nodes sharing at least q keys is � p. Let m bethe number of keys that any node an hold in its key ring. Then, the largestS suh that any two random samples of size m from S has at least q elementsin ommon, with a probability of at least p needs to be found.2.2.3 Pairwise Key Establishment ShemeIn the random key pool distribution shemes desribed above, keys an beissued multiple times out of the key pool, and node-to-node authentiation isnot possible[11℄. In ontrast, pairwise key distribution assigns a unique keyto eah pair of nodes. We review several di�erent approahes for pairwise keydistribution: the random pairwise key sheme by Chan et al.[11℄, the single-spae pairwise key distribution approahes by Blom[16℄, and the multi-spaepairwise key sheme by Du et al.[18℄ and by Liu et al.[7℄.Reall that the size of eah node's key rings is m keys, and the probability20



of any two nodes being able to ommuniate seurely is p. The random pair-wise keys sheme proeeds as follows: In the pre-deployment initializationphase, a total of n = mp unique node identities are generated. The atualsize of the network may be smaller than n. The identities of unused nodeswill be used if additional nodes are added to the network in the future. Eahnode identity is mathed up with m other randomly seleted distint nodeIDs and a pairwise key is generated for eah pair of nodes. The key is storedin both node's key rings, along with the ID of the other node that also knowsthe key. In the post-deployment key-setup phase, eah node �rst broadastsits node ID to its immediate neighbors. By searhing for eah other's IDs intheir key-rings, the neighboring nodes an tell if they share a ommon pair-wise key for ommuniation. A ryptographi handshake is then performedbetween neighbor nodes who wish to mutually verify that they do indeed haveknowledge of the key.Both Blom's and the polynomial sheme require a sensor node i to storeunique publi information Ui and private information Vi. During the boot-strapping phase, nodes exhange publi information, and node i ould om-pute its key with node j with f(Vi; Uj). It is guaranteed that f(Vi; Uj) =f(Vj; Ui). Both approahes ensure the �-seure property: the oalition of nomore than � ompromised sensor nodes reveals nothing about the pairwisekey between any two non-ompromised nodes.To further enhane the seurity of single-spae approahes, the idea ofmultiple key spaes is proposed[18, 7℄. The idea of introduing multiple keyspaes an be viewed as the ombination of the basi key pool sheme andthe single spae approahes. The setup server randomly generates a pool ofm key spaes eah of whih has unique private information. Eah sensor nodewill be assigned k out of the m key spaes. If two neighboring nodes haveone or more key spaes in ommon, they an ompute their pairwise seretkey using the orresponding single spae sheme.21



2.2.4 Loation-Based Key Management ShemeWhen the ertain pre-deployment knowledge suh as loation an be appli-able, the onnetivity of WSN an be improved. Liu et al.'s loation-basedpairwise key pre-distribution sheme takes advantage of the loation infor-mation to improve the key onnetivity[8℄. Nodes are deployed in a twodimensional area, and eah sensor has an expeted loation that an be pre-dited. The idea is to have eah sensor to share pairwise keys with its losest neighbors. In key-setup phase, for eah sensor node SA, a unique keyKA and  losest neighbors SB1 ; : : : ; SB are seleted. For eah pair (SA; SBi),a pairwise key KA;Bi = PRF (KBijIDA) is generated. Node SA stores allpairwise keys, whereas node SBi only stores the key KBi and the PRF. Thus,eah sensor uses 2 + 1 units of memory to store its key-hain. With thisextension, deployments of new nodes are quite easy. A new node SA an bepreloaded with the pairwise keys for  nodes in its expeted loation. Solutiondereases memory usage, and preserves a good key onnetivity if deploymenterrors are low. Moreover, this solution has very good resiliene against nodeapture with salability.Du et al.'s sheme also failitate the loation information as pre-deploymentknowledge[19℄. This sheme models a pre-deployment knowledge and de-velops a key pre-distribution sheme based on the model. The sheme di-vides nodes into t � n groups Gi;j and deploys them at a resident point(xi; yj) for 1 � i � t and 1 � j � n where the points are arranged astwo dimensional grids. Resident points of a node m 2 Gi;j follows the pdff i;jm (x; yjm 2 Gi;j) = f(x � xi; y � yj) where f(x; y) is a two dimensionalGaussian distribution. In key-setup phase, key pool KP is divided into t�nkey pools KPi;j of size !i;j. The pool KPi;j is used as key pool for the nodesin group Gi;j. Given !i;j and overlapping fators � and �, key pool is dividedinto subsets. This division is performed as the following poliies: (i) two hor-izontally and vertially neighboring key pools have �� !i;j keys in ommon,22



(ii) two diagonally neighboring key pools have � � !i;j keys in ommon, and(iii) non-neighboring key pools do not share a key.2.2.5 Drawbaks of Previous ShemesWe briey introdued several famous key management shemes for WSN inthe previous setion. In this subsetion, we disuss about the drawbaks ofprevious shemes. Due to the resoure onstraints of WSN, eÆient usageof resoures should be guaranteed. We point out some problems of previousshemes with respet to the memory usage aused by redundant key assign-ments and diÆulties to pre-determine the loation of sensors.The existing shemes still require eah sensor node to be loaded with alarge number of keys for large sale WSNs. For instane, to implement therandom key pre-distribution shemes proposed by Eshenauer et al. and Chanet al. for a WSN of size 10,000, at least 200 keys are required for eah sensor,whih is almost half of the available memory (assume 64-bit keys and lessthan 4KB data memory).Also, in the ases of utilization of pre-deployment knowledge suh as lo-ation, although a WSN is deployed via random sattering (e.g., from anairplane) in the group-manner, atually it's diÆult that the shemes knowbeforehand whih nodes will be within ommuniation range of eah otherafter deployment. Even if the sensor nodes are deployed by hand, the largenumber of sensor nodes involved makes it ostly to pre-determine the loationof every individual sensor node in eah group.Furthermore, sine real operation mehanism of WSNs by whih sensornodes transit their states periodially are not onsidered while designing keymanagement shemes, redundant key assignments for eah sensor node anbe happened. In a WSN, only ative sensors partiipate in useful ommu-niation. Therefore, if there exist two sensor nodes whih have very lowprobability to be in ative-state at the same time and the pre-distributed23



Figure 2.2: Example of Redundant Key Assignments in WSNskey sets assigned only to those sensor nodes, these key sets may be hardlyused during the lifetime of WSNs with very low probability. In this ase,these keys are assigned unneessarily and only oupy data memory spae ofeah sensor node with no use. Fig. 2.2 illustrates one example of redundantkey assignment. Let si and kj (with i = 1; 2, j = 1; 2; � � � )denote the sensornode and its pre-distributed symmetri keys, respetively. Let Ti denote thetime-interval when sensor si is supposed to be in ative-state with high prob-ability. Two sensors, s1 and s2, are deployed losely, so they may share morekeys as proposed in [19℄. Suppose that s1 and s2 have key set fk1; k2; k3; k4gand fk1; k3; k5; k6g, respetively. During T1, s1 are s2 are in ative-state andsleep-state, respetively. Then, as time goes by, s1 and s2 transit their statesto sleep-state and ative-state, respetively. If s1 and s2 are in ative-state atthe same time with very low probability, the shared key only between them,fk1, k3g, may be hardly used. Therefore, the key assignments of these keysto s1 and s2 are redundant.
24



Chapter 3Our Proposed ShemeIn this hapter, we propose a novel key management sheme for WSN, whihutilizes a new pre-deployment knowledge, state of sensors, to address thedrawbaks of previous shemes.First of all, we model the pre-deployment knowledge and de�ne severalterminologies used in the sheme. We onsider the assumptions and seurityrequirements used to design the proposed key management sheme. Then,we desribe the way to pre-distribute keys among all sensor nodes in detail.3.1 Main IdeaIn a WSN, sensor nodes are deployed in the hostile environment and ommu-niating eah other via unreliable wireless ommuniation hannels. For theseure ommuniations among the sensor nodes, the seurity requirementssuh as data on�dentiality, data integrity, data freshness, authentiation,et. should be satis�ed. Therefore, key management sheme is neessarilyrequired. However, due to the aute resoure onstraints of WSN eÆienyshould be onsidered as the primary objetive while supporting the same orhigher level of seurity. Reently, several key management shemes are pro-posed, but there exist some drawbaks that an ause serious problems to theWSN.To address these problems, we propose a novel key management shemethat failitates the new pre-deployment knowledge, state of sensors. By as-25



Table 3.1: Useful sleep states for WSNsStrongARM Memory Sensor A/D RadioS0 ative ative on tx,rxS1 idle sleep on rxS2 sleep sleep on rxS3 sleep sleep on o�S4 sleep sleep o� o�signing more keys to the group of sensors whih have high probability to bein ative-state at the same time together, we an remove redundant key as-signments, hene, redue the number of required seret keys for eah sensorshould arry while supporting the equivalent onnetivity. Sine the nodesneed only small amount of seret keys, the resiliene against node aptures isimproved ompared to the previous shemes.3.2 Modeling of Pre-Deployment Knowledge3.2.1 Classi�ation of StatesIn our proposed sheme, new pre-deployment knowledge, state of sensors,is exploited for improving the storage eÆieny of key management sheme.Before modeling of pre-deployment knowledge regularly, we need to lassifythe states of sensors. In general, several sleep states ould be de�ned as shownin Table 3.1[4℄.For ease of modeling, we only onsider two major operational states: ativeand sleep. In the sleep state, the lowest value of the node power is onsumed;while being asleep, a sensor annot interat with the external world like S3and S4 in Table 3.1. On the other hand, the sensors in ative-state an26



interat with the external world with higher node power onsumption.Beause the sensor in the sleep state annot interat with other, transfer-ring and reeiving data is impossible. This data ommuniation is ourredonly in the ative-state. The state of sensor is usually swithed as time goesby. Therefore, ommuniations only among ative-state nodes are requiredto be enrypted using ryptographi keys.3.2.2 Ative-State Group(ASG)As we desribed previously, the ommuniations only among the ative-statesensors at given time need to be enrypted for seurity. Therefore, if we andetermine or predit the state of sensors prior to the deployment, keys an beshared only among sensors whih have high probability to be in ative-statetogether at the same time.However, it is diÆult to predit the state of sensors beforehand sinewe don't know in detail about the appliation of the orresponding WSNsand the state of sensors depends on MAC protools, sleep-sheduling algo-rithms, events that sensors may reeive, and other various unpreditable fa-tors around WSNs. Hene, in our proposed sheme, we narrow down theappliation of WSNs as the environmental monitoring and surveillane of thebattle �elds. Even though we restrit the usage of our sheme, it an be ap-plied to any appliation where the state of sensors an be known beforehand.In above appliations, it is eÆient to implement sensor nodes to be inative-state at spei� time-interval with high probability and sleep at most ofother times for prolonging the lifetime of WSNs sine the periodi ativatingof sensor nodes is required. Therefore, we assume that sensor nodes are im-plemented to be in ative-state at spei� time-intervals with high probabilityand in other time-intervals the probability is relatively low.Then, all sensor nodes an be grouped depending on the time-intervalswhen they have high probabilities to be in ative-state. That is, the sensors to27



be ativated simultaneously with high probabilities an be grouped together.For instane, if sensor s1 and s2 have high probabilities to be in ative-stateat time-interval T1, they may be grouped together as the �rst group.Now, we de�ne Ative-State Group(ASG) Gi (i=1,2,3,� � � ) is the group ofsensor nodes whih have high probabilities to be in ative-state at the sametime-interval. And we de�ne ative-probability as the probability that eahASG is in ative-state at given time-interval.Then, we model the ative-probability as a 1-D Gaussian distribution.Although we only use the Gaussian distribution, our proposed sheme an bealso applied to other probability distributions. We denote the time when theative-probability is the highest as tiMAX for eah ASG i. We also assumethat jtiMAX � ti+1MAX j is onstant for all ASGs. Then, if one sensor s in Gi hasthe highest probability to be in ative-state around time tiMAX , the PDF ofative-probability for s in Gi is as follows:f ik(tjk 2 Gi) = 1p2��e�(t�tiMAX )2=2�2= f(t� tiMAX) (3.1)where f(t) = 1p2��e�t2=2�2 . Without loss of generality, we assume that thePDF for eah ASG is idential exept the value of tiMAX , so we use fk(tjk 2 Gi)instead of f ik(tjk 2 Gi).Figure 3.1 depits the probability distribution of ative-probability foreah ASG. We de�ne that two ASGs are time-neighbors if their orrespond-ing time-intervals are lose regardless of their physial loations. That is, ifone ASG is supposed to be in ative-state with high probability during onetime-interval, the other (time-neighbor) ASG an be in ative-state duringprevious or next time-interval of the former one with high probability. Wean �nd out that if one ASG has the highest ative-probability at one time-interval, then it also has moderately high ative-probability at neighboring28
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Figure 3.1: Probability Distribution of ative-probability for eah ASGtime-intervals. Therefore, two time-neighbor ASGs have moderate probabili-ties to be in ative-state at the same time-interval.3.3 Lifetime of WSNBefore starting to propose our key management sheme, we disuss aboutlifetime of a WSN. The lifetime of eah WSN solely depends on the batteryequipped in eah sensor node. However, by failitating the sleep-shedulingalgorithm appropriate for eah appliation, the lifetime an be extended.In our proposed sheme, we assume that sensors are grouped by the time-intervals. Hene, it is required to de�ne the lifetime of a WSN as the ol-letion of time-intervals. We divide the whole lifetime of WSN into manysmall time-intervals and eah of them repeats periodially. It means thatthe probability distribution at the time-intervals depited in Fig. 3.1 repeatontinually for eah ASG. For the robust operation of a WSN, there shouldbe no time-interval when all sensor nodes are in sleep-state. That is, at leastone sensor node should be in ative-state and perform data proessing, dataommuniation, et. 29



Figure 3.2: Key Pre-Distribution Phase3.4 Design of Key Pre-Distribution ShemeUsing the pre-deployment knowledge modeled in the previous setion, wepropose a novel random key pre-distribution sheme. Our proposed keypre-distribution sheme onsists of three phases: key pre-distribution phase,shared-key disovery, and path-key establishment. Beause we adopt newpre-deployment knowledge, all phases for key pre-distribution are onsider-ably di�erent from Eshenauer et al.[14℄.3.4.1 Key Pre-Distribution PhaseThis phase is performed o�-line and before the deployment of sensor nodes.Fig. 3.2 illustrates the proesses for key pre-distribution. We assume thatL ASGs are de�ned while grouping all sensor nodes. First, key setup server(e.g., base station) generates a large GlP S, and then divides it into L KPsSi for eah ASG Gi. The purpose of setting up the KP is to allow sensorswithin same ASG and the time-neighbor ASGs to share more keys. We willdesribe the detail KP setup step later. After ompletion of KP setup, foreah sensor j in Gi, randomly seleted KR Rj;i from its orresponding KPSi is loaded into the memory of the sensors. Eah KR onsists of randomlyseleted ryptographi keys suh as k2; k4; k15; : : :.
30



Figure 3.3: Shared-Key Disovery Phase3.4.2 Shared-Key Disovery PhaseAfter deployment, the state of eah sensor in eah ASG transits depending onthe sleep sheduling algorithm, events, and other variable unpreditable fa-tors at eah time-interval. For seure ommuniation with ative-state sensornodes at given time-interval, eah sensor node �rst performs key-disovery to�nd out with whih of other ative-state sensor nodes they share a key. Suhkey disovery an be performed by assigning a short identi�er to eah keyprior to deployment, and having eah sensor node broadast its set of iden-ti�ers. Sensor nodes whih disover that they ontain a shared key in theirkey rings an then verify other ative-state sensor node atually holds the keythrough a hallenge-response protool. For enhaning seurity in hallenge-response, enryption of eah identi�er on the sender and deryption on thereeiver an be utilized. The shared key then beomes the key for that link.After above step, the entire sensor networks forms a key-sharing graph.For example, as illustrated in Fig. 3.3, suppose that two sensor nodes,S1 and S2, are in ative-state at the same time. For seure ommuniations,S1 broadasts its indies of keys to others. When S2 reeives this broadastmessage, it an verify that S1 also has a same key k4 with itself by omparingthe indies of keys. Then, two sensor nodes an transfer and reeive anymessage via this ommon seret key. 31



Figure 3.4: Path-Key Establishment Phase3.4.3 Path-Key Establishment PhaseSensor nodes an set up path keys with sensor nodes in their viinity thatthey did not happen to share keys with in their key rings. If the key-sharinggraph is onneted, a path an be found from a soure sensor node to otherative-state sensor nodes. The soure node an then generate a path key andsends it seurely via a path to the target sensor node.For example, as illustrated in Fig. 3.4, suppose that three sensor nodes,S1, S3 and S4, are in ative-state at the same time. However, S3 and S4 don'tshare any ommon seret key even though S3 wants to ommuniate with S4in a seure manner. In this ase, S1 an at as a soure node as desribedabove. First, S3 sends the request to S1 using the shared key, k15. Then, S1generates a path key for S3 and S4 and send it seurely by enrypting thiskey using k4 and k15. Finally, S3 and S4 an ommuniate with eah othervia this path-key.3.5 Setting up KPsSine key assignments are determined by the ative-probability, in some asessensor nodes may be in ative-state even though they are not supposed tobe. Therefore, sensors in one ASG should share some keys with sensors not32



Figure 3.5: Shared keys between neighboring KPsonly in same ASG but also in other ASGs. For this, some portion of eah KPshould be overlapped with other KPs. Sine the ative-probability of eahASG follows the Gaussian distribution, sensor nodes have moderately highprobabilities to be in ative-state at the previous and next time-interval asdesribed in the previous setion. Therefore, to set up the KPs, some keysare from the previous and next KPs.We will show how to assign keys to eah KP Si suh that KPs of neighbor-ing time-intervals have a ertain number of ommon keys. We assume that a,overlapping fator, determines the ertain number of ommon keys betweenneighboring time-interval AGSs. In our sheme, one KP shares exatly ajSGjwith the previous and next time-interval KPs(0 � a < 1). To ahieve thisproperty, we divide the keys in eah KP into three partitions like illustratedin Fig. 3.5. Keys in eah partition are those keys that are shared betweenorresponding neighboring time-interval KPs. For instane, in Fig. 3.5, theleft partition of G2 onsists of ajSGj keys shared between G1 and G2.Given the GlP S and overlapping fator a, we now desribe how to seletkeys for eah KP. Sine we use similar methodology used in [19℄, here webriey desribe the way to set up KPs. First, keys for S1 are seleted fromS; then remove seleted jSGj keys from S. Then, for eah Si, selet ajSGjkeys from KP Si�1; then selet k = (1� a)jSGj keys from S, and remove theseleted k keys from S. After G1 selets ajSGj keys from G2, no other groupan selet any one of these keys. These proedures repeat until all KPs are33



set up.Now we alulate the number of keys in eah KP. Sine keys seleted fromthe other groups are all distint, the sum of all the number of keys should beequal to jSj. Therefore, we have the following equation:jSGj = jSjL� aL + awhere L is the number of ASGs.
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Chapter 4Analysis and EvaluationIn this hapter, we analyze our proposed sheme in detail. For analysis, weadopt the similar methodologies used in [19℄. However, sine we failitatea new pre-deployment knowledge di�erent from [19℄, some parts are slightlydi�erent.4.1 Evaluation MetrisWe evaluate our proposed sheme against following riteria that representdesirable harateristis in a key pre-distribution sheme for WSNs:� Low Memory Oupation: To address the limited memory onstraint,small number of keys should be promised while supporting equivalentor higher level of seurity.� Connetivity : With smaller number of keys, the probability that twosensors share at least one ommon key at given time-interval should besame or higher.� Stronger Resiliene Against Node Capture: Sensor nodes are easily ap-tured by the adversaries. One aptured, they are analyzed and mayreveal seret information to the attakers. The proposed sheme shouldbe resilient against node apture.
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4.2 Analysis of ConnetivityWe alulate ps, the probability that two ative-state sensor nodes share atleast one ommon key after deployment at given time-interval. Let A andB be the probabilisti event that two sensors are in ative-state at giventime-interval and the event that two sensors share at least one ommon key,respetively. Hene, ps = Pr[BjA℄ = Pr[B \ A℄Pr[A℄ : (4.1)First, we will �nd out the probability that two sensor nodes are in ative-state at given time-interval. For this, we need to onsider two ases as follows:� Case 1 : Two sensor nodes were in the same ASG during key pre-distribution phase.� Case 2 : Two sensor nodes were in di�erent ASGs during key pre-distribution phase, and two ASGs are time-neighbors eah other.For eah ase, we an alulate the probability that two sensors are inative-state at given time-interval using Eq. 3.1. Suppose that time-intervalTi is given as ti � t � ti+1. Then, the ative-probability of Gi at Ti an befound as follows:h(Ti) = F (ti+1)� F (ti)= ��ti+1 � tiMAX� �� ��ti � tiMAX� �= Q�ti � tiMAX� ��Q�ti+1 � tiMAX� �where i(=1,2,3, � � � ) is the index of the time-interval.Then, we an de�ne the probability that two sensors are in ative-statefor eah ase as follows:H(i; j) = 8>><>>: h(Ti)2; if i = j (Case 1)h(Ti)� h(Ti�1); if i� j = �1 (Case 2)0; otherwise (4.2)36



Now, we need to alulate the probability that two sensors share at leastone ommon key. This probability an be expressed as 1 - Pr[two sensors donot share any key℄. Sine the size of KP is jSGj, the number of keys sharedbetween two KPs is �jSGj, where � is 1, a, or 0. Aording to the value of�, we should onsider three ases for �nding the required probability; twosensors ome from the same ASG (�=1), the neighboring ASGs (�=a), andthe di�erent ASGs whih are not lose eah other (�=0).We adopt the same overlapping key pool method used in [19℄, so herewe just briey introdue the proedures and equations for alulating therequired probability. The �rst node selets i keys from �jSGj shared keys, itthen selets the remaining R� i keys from the non-shared keys. The seondnode selets R keys from the remaining (jSGj�i) keys from its KP. Therefore,p(�), the probability that two sensors share at least one key when their KPshave �jSGj keys in ommon, an be alulated as follows:p(�)= 1� Pr(two sensors do not share any key)= 1� min(R;�jSGj)Xi=0 ��jSGji ��(1� �)jSGjR� i ��jSGj � iR ��jSGjR �2 (4.3)Here, if � = 1, the above equation an be redued as p(�) = 1� (jSGj�RR )(jSGjR ) .If � = 0, the required probability is simply zero, p(�) = 0.Finally, we an alulate ps using Eqs. 4.2 and 4.3. We de�ne 	 as the setof all ASGs in our sheme. Suppose that two sensors, si and sj, are seletedfrom Gi and Gj of 	. Sine the event that two sensors share at least oneommon key is independent of the event that two sensors are in ative-stateat given time-interval, we an alulate the probability that si and sj are inative-state at given time-interval, and two sensors share at least one ommon37
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Figure 4.1: Connetivitykey using Eqs. 4.2 and 4.3 as follows:p(�(i; j)) �H(i; j) (4.4)where �(i; j) is de�ned as follows:�(i; j) = 8>><>>: 1; if i = ja; if ji� jj = 10; otherwiseThen, ps is the average of the value in Eq. 4.4 for all ASGs, and an bealulated as follows:ps = Pi2	Pj2	H(i; j) � p(�(i; j))Pi2	Pj2	H(i; j)Fig. 4.1 illustrates the onnetivity versus the number of keys eah sensorarries under jSj = 100,000, L = 100, and a = 0.25. We ompare our proposedsheme with Eshenauer et al.'s sheme and Du et al.'s sheme. The proposedsheme o�ers better performane ompared to other shemes. To ahieve thesame probability, our proposed sheme requires muh smaller number of keys.38
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Figure 4.2: Resiliene Against Node Capture: ps=0.33 and ps=0.504.3 Analysis of Resiliene against Node Cap-tureA resiliene toward node apture is alulated by estimating the frationof total network ommuniations that are ompromised by a apture of x-nodes not inluding the ommuniations in whih the ompromised nodes arediretly involved. To evaluate our key pre-distribution sheme against nodeapture, we apply the same method used in [19℄. Note that the number ofrequired keys that eah sensor should arry is an important fator to evaluatethe sheme. In our sheme, we an redue the number of keys that eah sensorshould store in its memory drastially ompared to the previous shemes. In[19℄, the estimation of the expeted fration of total keys being ompromisedis alulated by 1� (1� RjSj)xwhere x is the number of ompromised nodes.Fig. 4.2 illustrates the theoretial results. We ompare our sheme withthe existing random key pre-distribution shemes suh as Eshenauer et al.'ssheme and Du et al.'s sheme. We an see from Fig. 4.2 that our proposedsheme lowers the fration of ompromised ommuniation after x-nodes are39



Table 4.1: Memory Usage for eah sensorOur Sheme Eshenauer et al. Du et al.ps = 0:33 5% 40% 9.2%ps = 0:50 6% 51% 13%ompromised. The most important reason for this improvement is that, toahieve the equivalent onnetivity while using the same key pool size jSj,our proposed sheme only requires muh smaller R keys. For instane, toahieve ps = 0.33 under jSj = 100,000, Eshenauer et al.'sheme and Du etal.'s sheme require R = 200 and 46, respetively. However, our sheme onlyneeds R = 25. In the ase ps = 0.50, the same improvement an be found.By adopting new deployment knowledge, we enable to redue the number ofredundant keys arried by eah sensor node.4.4 Analysis of Memory UsageAs desribed in the previous setion, our proposed sheme requires muhsmaller number of keys ompared to the previous sheme for guaranteeingthe equivalent onnetivity. If we assume 64-bit keys and less than 4KBdata memory of eah sensor [1℄, for ps=0.33, the memory oupation of ourproposed sheme an be alulated as 5%. This perentage is muh smallerthan 9.2% (Du et al.'s sheme) and 40% (Eshenauer et al.'s sheme). In thesimilar way, for ps=0.50, we also an verify that muh less memory spae isrequired in our proposed sheme. This analysis an be summarized in Table4.1.
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4.5 Appliations of Proposed ShemeIn our proposed sheme, the parameters whih an determine the performaneof the sheme ould be arefully hosen depending on the types of appliationsand the required lifetime of WSNs. That is, if WSN should operate for longertime, larger number of groups is required sine period of ativating one ASGis long so that ASG an remain in sleep-state(preserving the battery power)in the rest of time. In the ase of large sale WSNs, large size of GlP andlarge number of ASGs are required. In some senarios, eah ASG just needsto share small number of keys with other time-neighbor ASGs.Therefore, to examine the performane of our proposed sheme depend-ing on the various appliation senarios, we vary the values of the parametersrelated to the onnetivity. Depending on the size of GlP jSj, the numberof ASGs L, and the overlapping fator a, the onnetivity beomes diverse.However, with small number of keys high onnetivity an be promised. Itmeans that our proposed sheme also works well in various appliation se-narios. Fig. 4.3 shows the performane of our proposed sheme under thedi�erent parameters.
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Figure 4.3: ps vs. a under di�erent values of jSj and L
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Chapter 5ConlusionIn this thesis, we have studied the key management shemes for WSNs. Wehave reviewed several previous shemes related to the key pre-distributionshemes and pairwise key establishment shemes. Also we have disussedabout the drawbaks of previous shemes.We proposed a novel random key pre-distribution sheme that exploitsnew pre-deployment knowledge, state of sensors. By failitating this knowl-edge, we an make keys be shared with sensors whih are ativated at thesame time together an share more keys. Therefore, we an remove the re-dundant key assignments while ahieving the equivalent onnetivity withsmaller number of keys ompared to the previous shemes. Through this a-omplishment, we an expet the save of large memory spae for eah sensornode and also improvement of resiliene against node aptures.Furthermore, we analyze our proposed sheme with respet to the on-netivity, resiliene against node apture, and memory usage to onvine thebetter performane and eÆieny. By analyzing our sheme under the dif-ferent appliation senarios, we an show that our proposed sheme an beutilized in the various appliations.As future work, we will onsider other deployment strategies and assoi-ated distributions for sensor's state to validate the exibility of our proposedsheme. Also, we will disuss about the spei� appliations of our proposedsheme in detail.
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Áº��� G'p"fW1àÔ0>ß¼ 8̈��â
�̀� 0A��Ç v� �'ao� l�ZO�\� �'a��Ç ���½̈~�ÌF����
Ä»q�3$'�Û¼ 8̈��â
\�"f Áº��� G'p"fW1àÔ0>ß¼(s�� WSN: Wireless SensorNetwork) l�Õüt�Ér ×�æ¹̄��Ç Ùþ�d�� ���áÔ���� y��F�g�̀� ~�Î�� e����. WSN�Ér {9�ìøÍ&h�Ü¼��℄j��Ç&h���� >�íß�0px§4�, Bj�̧o� /BNçß�, Õªo������"é¶�̀� ����� �ºú́§�Ér����ÉrG'p"f[þt�� ½̈$í
÷& 9,y��r� ¢̧��H �̧m�'�a�As��9�¹̄��Ç��x9��̧ t�%i�\�C�u��)a��.C�u��)a G'p"f[þt�Ér ÅÒ���_Æ �©�I� &ñ
��\�� _þv1pq��� s�\�� ?/ÂÒ&h�Ü¼�� çß�éß��>�%�o��#�Áº������'��̀s�Û¼\��:�xK�ÅÒ0A_Æ��ǑÉrG'p"f[þt ¢̧��H×�æ�©�_ÆZ�s�Û¼Û¼_�s����\�>����²ú���Ç��.����"f WSN�Ér �̧'õA/BN�Ǒ�, ����©�/BN�Ǒ�, àÔA�i��-ì�r$3� 1pxõ� °ú �Ér ���ª���Ç 7áxÀÓ_Æ ���_Æ&h� /BN�Ǒ�\� 2[������. Õª�QÙ¼�� Bjr�t� l�x9�$í
 x9� Áº���$í
�̀� Ä»t��l� 0AK� G'p"f[þtçß�_Æ Bjr�t� �§8̈��̀� �� ñ���H �̄	s� B�Äº ×�æ¹̄���. s�\��0AK� /BN>hv� ·ú���o�7£§�̀� ��6 x���H �̄	�Ér G'p"f[þt_Æ $����§4�, ℄j��Ç&h� >�íß� 0px§4�, :�x��� 0px§4� 1px�̀� ���9Ùþ¡�̀� M: �&³z�́&h�Ü¼�� Ô����0px���. s�\� G'p"f[þtçß�_Æ�/g�Av� ·ú���o�7£§�̀� 0A��Ç q�x9�v�\�� ò́Ö��&h�Ü¼�� ����� ì�rC����H ~½ÓZO�Ǒ:r\� �/��Ç ���½̈�� �Ö̧µ1Ï�>� ���'��÷&�� e����.þj��H [þt#Q ú́§�Ér �½� ü� v� ����� ì�rC� l�ZO�[þts� ℄jîß�÷&%3���. s� l�ZO�_Æ ���©� 	�H �©�&h��Ér WSN\� �>rF����H G'p"f[þt_Æ >h�º\� �©��'a\O�s� :�x��� q�6 xs� {9�&ñ
�����H �̄	s���. Eshenauer 1px[14℄�Ér G'p"f[þtçß�_Æ �½� ü� v� ����� ì�rC� l�ZO�ì�r��_Æ���¿ºÅÒ����"fÁº���0A��Òqt$í
�)a�ºú́§�Érv���s�ÀÒ#Q���v�Û��\�"f{9�&ñ
>h�º_Æv�[þt�̀�Áº���0A�����×þ��#�y��G'p"f\�>�$��©�����z�́℄jG'p"f[þts��9�×¼\� C�u��� ÷&%3��̀� M: {9�&ñ
 SX�Ò���� e��_Æ_Æ ¿º G'p"f�� v�\�� /BNÄ»�#� îß������Ç :�x��� G�V,��̀� +þA$í
½+É �º e������H SX�Ò��Ǒ:r&h� ����� ì�rC� l�ZO��̀� %�6£§Ü¼��℄jîß��%i���. Chan 1px[11℄�Ér q-ompositeness\�� s�6 x�#� l��>r Eshenauer_Æl�ZO�\� q�K� W1àÔ0>ß¼ ��îß� x9� �r4�¤§4�(resiliene)s� �¾Ó�©��)a l�ZO��̀� ℄jîß��44



%i���. s�Êê, Liu 1px[7, 8℄õ� Du 1px[18, 19℄\� _ÆK� v� ����� ì�rC� l�ZO��Ér �8¹¡¤SX��©�÷&%3���.Äº���, ¿º G'p"f çß�_Æ /BNÄ» [j���v���Ä»{9��>�>�íß�÷&#QG'p"f �íS\�\��/��Ç �r4�¤§4��̀��©�{©�y� �¾Ó�©�r���� Pairwise v� �����ì�rC� l�ZO��̀�℄jîß��%i���[18, 7℄. Õªo��� G'p"f�� �9�×¼\� C�u�÷&l� ���\� \V�©�½+É �º e����H y�� G'p"f_Æ 0Au�&ñ
��\�� v� ����� ì�rC� r� s�6 x���H l�ZO��̀� ℄jîß��%i���.�t�ëß�,t��FKÆ�t�℄jîß��)av������ì�rC�l�ZO�[þt�Ére��_Æ_Æ¿ºG'p"f��Z�}�ÉrSX�Ò���� v�\�� /BNÄ»�l� 0AK� #����y� y�� G'p"f�� ú́§�Ér �º_Æ q�x9�v�\�� $��©�K��� ��Ç��. 0Au�&ñ
��\��s�6 x��Ç �â
Äº, �����\� #Q�"� G'p"f[þts�:�x��� #3�0A\�0Au�½+Ét� ·ú�l� jËµ[þt÷�rëß� ��m��� z�́℄j C�u��)a 0Au�ü< ÆÒ&ñ
u� çß�_Æ �̧	��� ß¼l�M:ë�H\�z�́℄j����6 x�l�\���HÁºo�����ǑÉr��.0Au�&ñ
��_ÆS\�1pq�̀�0AK�y��G'p"f[þt�̀��<HÜ¼��C�u���Ç������8���̧ �/½©�̧_ÆWSN\�"f G'p"f[þt�̀� �̧¿º�<HÜ¼�� C�u����H �̄	�Ér B�Äº 	�H q�6 xs� ��H����H ë�H℄j&h�s� �>rF���Ç��. ¢̧��Ç G'p"f[þts�z�́℄j �9�×¼\� C�u��)aÊê, �©�I����s�\�� � 91lx������HBj&�m�7£§�̀�v� �'ao� l�ZO�\� ìøÍ%ò
�t� ·ú§��¤l� M:ë�H\� y�� G'p"f\�>� Ô���9�¹̄��Ç v� ����� ì�rC���µ1ÏÒqt½+É �º e����.�:r�7Hë�H\�"f��Hl��>rl�ZO�[þt_Æë�H℄j&h�[þt�̀�K�����l�0AK�SX�Ò��&h�Ü¼��\V8£¤½+É�ºe����Hy��G'p"f_Æ�©�I�&ñ
��\��s�6 x�#�:£¤&ñ
v�/BNÄ»SX�Ò���̀�0AK�s���� l�ZO�[þt\� q�K� �8 &h��Ér �º_Æ q�x9�v�\�� y�� G'p"f�� $��©���̧2�¤ ���H l�ZO��̀�℄jîß���Ç��.7£¤,1lx{9�r�çß��/\��Ö̧1lx�©�I�{9�SX�Ò��s�Z�}�ÉrG'p"f[þtçß�\��8 ú́§�Érv�\�� /BNÄ»��̧2�¤�#� :£¤&ñ
v�/BNÄ»SX�Ò���̀�0AK�s���� l�ZO�[þt\�q�K��8&h��Ér �º_Æ q�x9�v�\�� y�� G'p"f�� $��©���̧2�¤ �%i���. ℄jîß� l�ZO��Ér l��>r l�ZO�[þt\� q�K� y�� G'p"f�� $��©�K��� ½+É q�x9�v�_Æ �º�� ���l� M:ë�H\� G'p"f �íS\�\��/��Ç?/$í
s� ��ǑÉr l�ZO�\�q�K� y©�� 9,Bj�̧o� �è�̧�� ��ǑÉrl�ZO�\� q�K������ ò́Ö��&h�s����� ½+É �º e����. ¿º G'p"f çß�\� 1lx{9� r�çß��/\� v�\�� /BNÄ»½+É SX�Ò���Ér SX�Ò�� ì�r�í, �̧½+Ë 1px�̀� :�xK� �º�<Æ&h�Ü¼�� �̧4Sqa�A ÷&%3�Ü¼ 9, r�ÓýtYUs�����̀� :�xK� ��ǑÉr l�ZO�[þtõ� q��§�<ÊÜ¼��+�Õª Äº�º$í
�̀� {9�7£x½+É �º e��%3���.
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