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Abstract

There are many situations where it is necessary to “prove” one’s iden-

tity. Typical scenarios are to login to a computer, to get access to an ac-

count for electronic banking or to withdraw money from an automatic teller

machine. Older methods use passwords or PIN’s to implement user identi-

fication. Though successfully used in certain environments, these methods

also have weakness. For example, anyone to whom you must give your pass-

word to be verified has the ability to use this password and impersonate you.

Zero-knowledge (and other) identification schemes provide a new type of user

identification. It is possible for you to authenticate yourself without giving

to the authenticator any knowledge to impersonate you.

This thesis deals with a technique, called an identification scheme or en-

tity authentication scheme, which allows one party to gain assurances that

the identity of another is as declared, thereby preventing impersonation. Our

proposed identification scheme is based on braid groups. Most of cryptosys-

tems are based on commutative groups, but new cryptosystems based on

non-commutative groups have been proposed. (Braid cryptosystem is one of

them.) These systems are very difficult to analyze for their non-commutative

properties. In the recent years, beginning with [44], several authors proposed
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to build secure cryptographical schemes using noncommutative groups, in

particular Artin’s braid groups [1, 29, 30, 34], a natural idea as, on the one

hand, braid groups are more complicated than Abelian groups, but, on the

other hand, they are not too complicated to be worked with. In particu-

lar, the conjugacy problem in braid groups is algorithmically difficult, and it

consequently provides one-way functions.

In this thesis we construct two new interactive identification schemes. One

is based on the conjugacy problem and another is based on decision Diffie-

Hellman (DDH) assumption. The first scheme is the primary one based on

conjugacy problem over a braid group. We prove that the scheme based

on conjugacy problem is secure against active attacks if the k-simultaneous

conjugator search problem (k-SCSP) is intractable. Our proof is based on

the fact that the conjugacy search problem (CSP) is hard in braid group, on

the other hand, the conjugacy decision problem (CDP) is easy in braid group

by Ko et al.’s algorithm. Second scheme has some limitation for adversary.

That is an adversary can view only k-times interactions. Under the DDH

assumption and simulator’s limitation, we prove the scheme is secure against

impersonation attack. i.e, the impersonator has negligible advantage.
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Chapter 1

Introduction

Modern cryptography is concerned with algorithms and schemes which ensure

confidentiality, integrity and proof of origin for digital communications. In

conventional cryptosystems, these various functionalities are provided in a

setting where the transmitter and the receiver share a common key, whose

secrecy is requested for proper operation. A major breakthrough took place

in 1976 with the appearance of public-key cryptography. In this seminar

[16], Diffie and Hellman proposed a new concept, allowing the use of two

matching keys, one for encryption and a different one for decryption. The

main novel character of the concept is that the encryption key need not be

kept secret. Shortly afterwards, Rivest, Shamir and Adleman [41] invented

the celebrated RSA algorithm. This algorithm is a public key system making

heavy use of operations modulo a large integer n obtained by multiplying

together two prime numbers and whose security is related to difficulty of

factoring n. Since then, nearly all new cryptographic schemes have been

based on the mathematical hard problems, despite the fact that this produces

a significant computing load. Even if the question of finding appropriate

alternative techniques is considered a major open problem in the area of

public key cryptography, little progress has been made.

Subsequent research in the area has been aimed at achieving simpler func-

tionalities at a lower cost in terms of computing load. This research has been

quite successful in the setting of identification, where a user attempts to con-

vince another entity of his identity by means of an on-line communication.
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Of course, the transaction should not give enough information to allow any-

one else to misrepresent himself as the legitimate user, including the entity

carrying the identification process. A major step forward in this area was

made with zero-knowledge proofs, introduced in 1985, in a paper [24] by

Goldwasser, Milcali and Rackoff and whose practical significance for public

key identification was soon demonstrated in the work of Fiat and Shamir [19].

Still, zero-knowledge based techniques have continued to rely on number the-

ory, even though the new protocols do not exactly follow the basic public

key paradigm invented by Diffie and Hellman and requiring trap-door func-

tions. Rather, they are based on one-way functions, which is a less stringent

requirement and which opens the way to use simpler techniques, more combi-

natorial in spirit. After then, there were many attempts to build identification

schemes.

1.1 Identification and Its Objectives

There are many situations where it is necessary to “prove” one’s identity.

Typical scenarios are to login to a computer, to get access to an account

for electronic banking or to withdraw money from an automatic teller ma-

chine. Older methods use passwords or PIN’s to implement user identifica-

tion. Though successfully used in certain environments, these methods also

have weakness. For example, anyone to whom you must give your pass-

word to be verified has the ability to use this password and impersonate you.

Zero-knowledge (and other) identification schemes provide a new type of user

identification. It is possible for you to authenticate yourself without giving

to the authenticator the any useful knowledge to impersonate you.

The identification scheme is an interactive protocol where a prover, P ,

tries to convince a verifier, V , of his identity. Only P knows the secret value

corresponding to his public one, and the secret value allows to convince V of

his identity. If we replace “identity” by “authenticity” of messages, identifi-
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cation schemes are nearly equivalent to signature schemes.

From the point of view of the verifier, the outcome of an identification

protocol is either acceptance of the prover’s identity as authentic, or rejec-

tion. More specifically, the objectives of an identification protocol include the

following [35]:

1. In the case of honest parties P and V , P is able to successfully authen-

ticate himself to V , i.e., V will complete the protocol having accepted

P ’s identity.

2. (Transferability) V cannot reuse an identification exchange with P so

as to successfully impersonate P to a third party A.

3. (Impersonation) The probability is negligible that any party A distinct

from P , carrying out the protocol and playing the role of P , can cause

V to complete and accept P ’s identity.

4. All the previous objectives hold even if: a polynomially large number

of previous authentication between P and V have been observed; the

adversary A has participated in previous protocol executions with ei-

ther or both P and V ; and multiple instances of the protocol, possibly

initiated by A, may be run simultaneously.

The precise definition of goals for an identification protocol is given with

respect to provable security against the attacks in later chapter. Informally

speaking, the objectives derive the idea of zero-knowledge-based protocols

whose executions do not reveal any partial information which makes A’s task

any easier whatsoever.

1.2 Our Contributions

This thesis deals with a technique, called an identification scheme or entity

authentication scheme, which allows one party to gain assurances that the

3



identity of another is as declared, thereby preventing impersonation. Our

proposed identification scheme is based on braid groups. Most of cryptosys-

tems are based on commutative groups, but new cryptosystems based on

non-commutative groups have been proposed. (Braid cryptosystem is one of

them.) These systems are very difficult to analyze for their non-commutative

properties. In the recent years, beginning with [44], several authors proposed

to build secure cryptographical schemes using noncommutative groups, in

particular Artin’s braid groups [1, 29, 30, 34], a natural idea as, on the one

hand, braid groups are more complicated than Abelian groups, but, on the

other hand, they are not too complicated to be worked with. In particu-

lar, the conjugacy problem in braid groups is algorithmically difficult, and it

consequently provides one-way functions.

In this thesis we construct two new interactive identification schemes. One

is based on the conjugacy problem and another is based on decision Diffie-

Hellman (DDH) assumption. The first scheme is the primary one based on

conjugacy problem over a braid group. We prove that the scheme based

on conjugacy problem is secure against active attacks if the k-simultaneous

conjugator search problem (k-SCSP) is intractable. Our proof is based on

the fact that the conjugacy search problem (CSP) is hard in braid group, on

the other hand, the conjugacy decision problem (CDP) is easy in braid group

by Ko et al.’s algorithm. Second scheme has some limitation for adversary.

That is an adversary can view only k-times interactions. Under the DDH

assumption and simulator’s limitation, we prove the scheme is secure against

impersonation attack. i.e. The impersonator has negligible advantage.

1.3 Outline of the Thesis

In this thesis, we deal with security concerns regarding identification schemes

that guarantee provable security against various attacks.

The rest of this paper is organized as follows: We state some preliminaries
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in Chapter 2. In Chapter 3 we present our identification schemes. In Chapter

4 we formally state our definition of security and give a proof of security for

our schemes and compare our schemes with previous identification schemes.

Finally, we end with concluding remarks in Chapter 5.
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Chapter 2

Preliminaries

2.1 Braid Cryptography

The braid group were first introduced to construct a key agreement protocol

and a public-key encryption scheme at CRYPTO 2000 by Ko et al. [29].

Within the last years various attempts have been made to derive crypto-

graphic primitives from problems originating in combinatorial group theory.

As positive results are the discovery of a hard-core predicate for the conjugacy

search problem in the braid group, and implementation of braid computation,

and a conversion of the public-key encryption schemes into a provable one.

But to the best of our knowledge, there is no identification scheme based on

conjugacy problem over a braid group published in the open literature.

2.1.1 Braid Groups

A braid is obtained by laying down a number of parallel strands and inter-

twining them so that they run in the same direction. The number of strands

is called the braid index. The set Bn of isotopy classes of braids of index n

is naturally equipped with a group structure, called the n-braid group, where

the product of two braids x and y is nothing more than laying down the two

braids in a row and then matching the end of x to the beginning of y. We

give a geometric definition of braid groups in Figure 2.1.

Any braid can be decomposed as a product of simple braids. One type of

simple braids is the Artin generator σi that have a single crossing between i-th
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Figure 2.1: Geometric definition of braid groups

and (i + 1)-th strand. Bn is presented with the Artin generators σ1, . . . , σn−1

and relations σiσj = σjσi for | i− j |> 1 and σiσjσi = σjσiσj for | i− j |= 1.

When a braid a is expressed as a product of Artin generators, the minimum

number of terms in the product is called the word length of a. An example

of a braid and its generator is given in Figure 2.2

Figure 2.2: An example of braid and the generator

We have still other presentations. Let Sn be the symmetric group of an

n-element set In = {1, 2, . . . , n}. Let Ref = {(i, j) | 1 ≤ i < j ≤ n} be the

set of reflections (that interchange two elements and fix the other elements of

In) in Sn and S the subset {(i, i + 1) | 1 ≤ i < n} of Ref . We define `(x) the
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length of a permutation x in Sn as

`(x) = min{k | x1 · · · xkfor xi ∈ S}
Bn admits another presentation with generators {rx | x ∈ Sn} and rela-

tions r(xy) = (rx)(ry) if `(xy) = `(x)+`(y). In this presentation, the longest

permutation w0 with w0(i) = n + 1 − i yields a braid ∆, which is called the

fundamental braid or the half-twist depending on the authors. Let B+
n denote

the submonoid of Bn generated by Sn. A braid in B+
n is said to be positive.

A braid x is written uniquely, x = ∆kx′ where x′ is in B+
n −∆B+

n . This is

called the normal form of x.

There is a partial order on B+
n : x ≤ y ⇔ y ∈ xB+

n . The ordering is

inherited to Sn (We identify a permutation σ with the corresponding braid

rσ in B+
n . We denote rSn by Ω for simplicity reason. For a braid x ∈ B+

n ,

the greatest element of the set {y ∈ Ω | y ≤ x} is called the left most factor

of x and denoted by LF (x). A sequence of braids (x1, x2, . . . , xk) in Ω− {1}
is called the greedy form of x if x1 · · · xk = x, LF (xixi+1) = xi for all i. The

above k in the greedy form is called the Charney length of x. This length

function is easily extended to general braids using Thurston normal form.

2.1.2 Hard Problems on Braid Groups

Conjugacy Problems.

In a non-commutative group G, two elements x, y in G are conjugate each

other, written x ∼ y if y = a−1xa for some a ∈ G. Here a or a−1 is called a

conjugator and the pair (x, y) is said to be conjugate. Clearly ∼ is an equiv-

alence relation. A simple and natural question to ask in a non-commutative

group G is the conjugacy problem that can be described as a decision version

and a computational version. The conjugacy decision problem(CDP) asks to

determine whether x ∼ y for a given instance (x, y) ∈ G×G. The conjugator

search problem(CSP) asks to find a ∈ G satisfying y = a−1xa for a given
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instance (x, y) ∈ G × G such that x ∼ y. We have to be careful when we

mention instances in an infinite group G. In the current information theory,

it is hard to discuss a uniform distribution in G of elements described by

randomly chosen information. To avoid any potential controversy, we always

assume that instances to a problem are randomly chosen in a finite subset of

an infinite group G restricted by system parameters.

We say a problem is solvable (feasible) if there is a deterministic finite

(probabilistic polynomial-time) algorithm that outputs a solution that is ac-

curate (accurate with non-negligible probability). The solvability is a math-

ematical notion and the complexity of an algorithm is not an issue as long as

it is finite. A solvable problem is not necessarily feasible and vice versa.

The representation theory tells us that for any group G there are ho-

momorphisms from G to rings that are invariant under conjugacy relation.

Therefore CDP is always feasible although CDP may not be solvable. But the

remaining question concerning CDP is how to construct an efficient algorithm

to solve CDP with overwhelming probability.

On the other hand, there are many candidates for non-commutative groups

where CSP is infeasible. However there is a normal form (such as Jordan

form) of a conjugacy class in many matrix groups and so it is difficult to find

a non-commutative group given as a subgroup of a matrix group that has an

infeasible CSP. Therefore non-commutative groups with infeasible CSP are

usually given by presentations.

We believe that CSP is infeasible in the braid groups Bn even though it is

solvable. We will construct an efficient algorithm to give a solution to CDP

with overwhelming accuracy. Unfortunately we do not know whether there

is a polynomial-time algorithm that decides CDP.

• k-Simultaneous Conjugator Search Problem (k-SCSP)

Instance : k pairs (x1, x
′
1), . . . , (xk, x

′
k) ∈ G×G such that x′i = a−1xia for

all i.

9



Objective : Find b ∈ G such that x′i = b−1xib for all i

It is reasonable to believe that k-SCSP becomes easier as k increases. In

particular a solution to CSP is almost unique for the braid groups and so

k-SCSP is easier than CSP.

Matching Conjugacy Problems.

For a noncommutative group G, a pair (x, x′) ∈ G×G is said to be CSP-hard

if x ∼ x′ and CSP is infeasible for the instance (x, x′). If (x, x′) is CSP-hard,

so is clearly (x′, x). We now define two matching conjugacy problems in G

that are equivalent and provide a foundation of our signature scheme.

• Matching Conjugate Search Problem (MCSP)

Instance : A CSP-hard pair (x, x′) ∈ G and y ∈ G.

Objective : Find y′ ∈ G such that y ∼ y′ and xy ∼ x′y′

• Matching Triple Search Problem (MTSP)

Instance : A CSP-hard pair (x, x′) ∈ G and y ∈ G.

Objective : Find a triple (α, β, γ) ∈ G×G×G such that α ∼ x, β ∼ γ ∼ y,

αβ ∼ xy, and αγ ∼ x′y

If CSP in G is infeasible, instances of MCSP or MTSP can be given as

x, x′, and y ∈ G such that x ∼ x′. In the description of the two matching

problems, we do not want to exclude a group where CSP is partially infeasible,

that is, the probability that a random conjugate pair (x, x′) is CSP-hard is

non-negligible. If a conjugate pair (x, x′) is not CSP-hard, that is, an element

a ∈ G with x′ = a−1xa can be known, then y′ = a−1ya is a solution to MCSP

and (α, β, γ) = (b−1xb, b−1yb, b−1aya−1b) is a solution to MTSP for any b ∈ G

10



and so the two matching conjugacy problems are feasible. These solutions

are said to be obvious.

Theorem 1 [30] In a non-commutative group G, MCSP is feasible if and

only if MTSP is feasible.

Proof. Suppose that MCSP is feasible. Let α = b−1xb and β = b−1yb for

some b ∈ G, and let γ be a solution to MCSP for the instance (x′, α) and y.

Then the triple (α, β, γ) is a solution to MTSP.

Suppose MTSP is feasible and MCSP is infeasible. Let (α, β, γ) is a solu-

tion to MTSP for a CSP-hard pair (x, x′) and y. Since β is a solution to MCSP

for a conjugate pair (x, α) and y and MCSP is infeasible, the pair (x, α) is not

CSP-hard and so it is feasible to find b ∈ G such that α = b−1xb. Similarly

since γ is a solution to MCSP for a conjugate pair (x′, α) and y, the pair (x′, α)

is not CSP-hard and so it is feasible to find c ∈ G such that α = c−1x′c. Then

x′ = cb−1xbc−1 and this contradicts the fact that the pair (x, x′) is CSP-hard.

¥

2.1.3 Ko et al.’s Conjugacy Signature

Two braid-based signature schemes are introduced by Ko et al. in [30] :

the second one is the scheme recommended by the authors, but the first is

simpler and the common principle is more easily readable. Now we describe

the signature schemes.

Let G be a non-commutative group where CSP is infeasible and CDP is

feasible. We first give a simple conjugacy signature scheme on G and discuss

its potential weakness and then we will improve it. Let h : {0, 1}∗ −→ G be

a hash function, that is, h is a collision-free one-way function that outputs

an element of G expressed by a fixed amount of information. For example h

can be given by a composition of a usual hash function of bit strings with a

conversion from bit strings of a fixed length to elements of G.
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Simple conjugacy signature scheme

Key generation: A public key is a CSP-hard pair (x, x′) in G and a secret

key is a for x′ = a−1xa.

Signing: Given a message m, a signature σ is given by a triple σ = a−1ya

for y = h(m).

Verifying: A signature σ is valid if and only if σ ∼ y and x′σ ∼ xy.

The simple conjugacy signature scheme is a deterministic signature scheme

and is clearly based on MCSP. But the secret key a is not zero-knowledge

against many known message-signature pairs unless the following problem is

infeasible.

Conjugacy signature scheme

Key generation: A public key is a CSP-hard pair (x, x′) in G and a secret

key is a for x′ = a−1xa.

Signing: Given a message m, choose b ∈ G at random and let α = b−1xb

and y = h(m‖α), then a signature σ is given by a triple σ = (α, β, γ) where

β = b−1yb and γ = b−1aya−1b.

Verifying: A signature σ is valid if and only if α ∼ x, β ∼ γ ∼ y, αβ ∼ xy,

and αγ ∼ x′y.

The conjugacy signature scheme is clearly based on MTSP that is equiv-

alent to MCSP. In the conjugacy signature scheme, the secret key a is zero-

knowledge unless 2-SCSP is feasible no matter how many message-signature

pairs are known. Indeed b can be known from each message-signature pair if

2-SCSP is feasible and so many (y, aya−1) pairs are known for the secret key

a.
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2.1.4 Random braids

Since braid groups are infinite and every cryptosystem has to run under finite

resources, we first need to establish system parameters to confine the infinite

group to a finite environment.

We first fix positive integers n, `, d as system parameters. Let

Bn(`) = {b ∈ Bn|0 ≤ inf(b), sup(b) ≤ `}.

Then |Bn(`)| ≤ (n!)` and so it is finite. A random braid generator produces

b ∈R Bn(`) in O(`n) time using the random braid generator. A bit-string to

braid conversion c : {0, 1}N → Bn(`) for N = `blog2n!c can be done in O(`n)

time as follows: For a bit string r ∈ {0, 1}N , cut r into of blocks r1‖r2‖ · · · ‖r`

of bit-length blog2n!c and then for each ri ∈ [0, n!− 1], write ri =
∑n−1

k=1 akk!

by recursively dividing ri by 2 through n− 1 so that 0 ≤ ak ≤ k− 1 and then

apply the random braid generator to the sequence an−1, . . . , a1. We think that

the values of our random braid generator and bit-string to braid conversion

distribute almost uniformly in Bn(`) for a small `. We will suggest ` = 3 and

so the distribution will not cause much a problem. For a large `, they can be

replaced by slower algorithms with better distribution.

For x, y ∈ Bn such that x ∼ y, the distance d(x, y) between x and y is

defined by min{`(b)|y = b−1xb}. The distance behaves like a metric in a

conjugacy class except the fact that d(x, τ(x)) = 0. For example one can

show d(x, y) = d(y, x) by using inf(b−1) = − sup(b) and sup(b−1) = − inf(b).

Random Super Summit Braid Generator

From now on, we assume x ∈ SSS(x) and inf(x) = 0 and sup(x) = 0. Then

SSS(x) ⊂ Bn(`). Define the d-neighborhood S(x, d) of x in SSS(x) as follows:

S(x, d) = {y ∈ SSS(x)|d(x, y) ≤ d}.

For a randomly chosen x′ ∈ S(x, d), we will use a conjugate pair (x, x′)

as a public key. Thus the pair (x, x′) must be CSP-hard. The cardinality
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|S(x, d)| seems an obvious choice for the security level and it will depend on

all of n, `, d, x and in particular on the location of x inside SSS(x). Unfor-

tunately we do not know how to estimate a lower bound for |S(x, d)|. A

positive braid a is called a minimal super summit conjugator of x ∈ SSS(x)

if a is minimal among all positive braids b satisfying b−1xb ∈ SSS(x) with

respect to the partial order î≤ï. Since ∆−1x∆ ∈ SSS(x), a minimal super

summit conjugator is a permutation braid. Since any minimal super summit

conjugator must be greater than or equal to at least one generator σi, there

are at most n − 1 minimal super summit conjugators of a given n-braid x.

An algorithm to generate SSS(x) is proposed using minimal super summit

conjugators. The running time of the algorithm is obviously proportional to

the size of SSS(x). Consider the directed graph Γ(x) where the super sum-

mit set SSS(x) is the set of vertices and there is a directed edge from x1 to

x2 if x2 = a−1x1a for some minimal super summit conjugator a of x1. We

believe that the higher the out-going valency near x in the graph Γ(x) is, the

larger the d-neighborhood S(x, d) of x is. It is not hard to write an heuristic

algorithm to pick a good braid x by investigating valencies.

We now describe how to generate a random braid in S(x, d). This pro-

cedure will be called a random super summit braid generator denoted by

RSSBG(x, d) = (x′, a) where x′ ∈R S(x, d) and a ∈ Bn(d) such that x′ =

a−1xa. We first choose b ∈R Bn(5`) if `(x) = `. Then we apply a ran-

dom sequence of cyclings and decyclings to b−1xb until we obtain a braid

a−1xa ∈ SSS(x). According to [5], the length of this sequence is at most in

n2 and it is much smaller in an average case. If `(a) ≤ d, then a−1xa is the

output. Otherwise we start over again by choosing new b. Our experiment

shows the probability of success on each run is over 70% if d = ` + 1.
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2.2 Decision Diffie-Hellman Problem

Let p and q be large primes, such that q divides p−1. Let G be the subgroup

of order q in Z∗p. Let g ∈ G and a, b ∈ {0, 1, . . . , q − 1} be randomly chosen.

Then, the Diffie-Hellman assumption says that it is impossible to compute

gab from ga and gb.

Let g1 = ga, g2 = gb and g3 be given. The decision Diffie-Hellman problem

(DDH) is to decide if

g3 = gab

This is equivalent to deciding whether

logg(g3) = logg(g1) logg(g2), or

logg2
(g3) = logg(g1).

The decision Diffie-Hellman assumption says that no efficient algorithm

exists to solve the decision Diffie-Hellman problem if a, b and g3 (g1, g2, and g3, respectively)

are chosen at random (and independently).

Definition 1 For every polynomial Q and PPT algorithm A,

|Pr[A(g, gx, gy, gxy) = “true”]− Pr[A(g, gx, gy, gc) = “true”]| < 1

Q(k)

for all sufficiently large k. x, y, and c are chosen at random from Zq, where

q is a prime such that q|p− 1.

2.3 Identification Schemes

2.3.1 Identification

We now describe the definition of identification scheme. An identification

scheme ID = (G,P ,V) is a triple of randomized algorithms. On input secu-

rity parameter k ∈ N, the poly(k)-time key-generation algorithm G returns
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a pair consisting of a public key pk and a matching secret key sk. P and

V are polynomial-time algorithms that implement the prover and verifier,

respectively. We require the natural correctness condition, namely that the

boolean decision produced by V , in the interaction in which P has input pk;

sk and V has input pk, is one with probability one. This probability is over

the coin tosses of both parties. We assume that the first and last moves in

the interaction always belong to the prover.

Definition 2 An identification scheme consists of two stages:

1. Initialization : In this stage, each user generates a secret key and a

public key by using probabilistic polynomial-time generation algorithm

G on input of the key size. A link between each user and its public key

is established. Note that in some schemes a part of the public key can

be commonly shared among all users as a system parameter.

2. Operation : In this stage, any user can demonstrate its identity to a

verifier by performing some identification protocol related to its public

key, where the input for the verifier is the public key. At the conclusion

of this stage, the verifier either outputs “accept” or “reject”.

2.3.2 Interactive Proof System

There are two participants in an interactive proof system, the prover and the

verifier. Prover knows some fact (e.g. a secret key sk of a public-key cryp-

tosystem or a square of a quadratic residue s), which we call the secret of the

prover. In an interactive proof of knowledge, prover wishes to convince verifier

that he/she knows the secret of the prover. Prover and verifier alternately

perform moves consisting of:

1. Receive a message from the opposite party.

2. Perform some computation.
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3. Send a message to the opposite party.

Usually, prover starts and verifier finishes the protocol. In the first move,

prover does not receive a message. The interactive proof may consist of

several rounds. This means that the protocol specifies a sequence of moves,

and this sequence is repeated a specified number of times. Typically, a move

consists of a challenge by verifier and a response by prover. Verifier accepts

or rejects prover’s proof, depending on whether prover successfully answers

all of verifier’s challenges.

Proofs in interactive proof systems are quite different from proofs in math-

ematics. In mathematics, the prover of some theorem can sit down and prove

the statement by himself. In interactive proof systems, there are two com-

putational tasks, namely producing a proof (prover’s task) and verifying its

validity (verifier’s task). Additionally, communication between the prover and

verifier is necessary. We describe the 3-way interactive protocol in Figure 2.3.

Prover P Verifier  V

G

Proving Stages Verifying Stage

Secret key

sk

Publish the 

public key pk

Key Generation

pk

Figure 2.3: 3-way interactive protocol

We have the following requirements for interactive proof systems.
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1. (completeness). If prover knows the prover’s secret, then verifier will

always accept prover’s proof.

2. (soundness). If prover can convince verifier with reasonable probability,

then he/she knows the prover’s secret.

If the prover and the verifier of an interactive proof system follow the

behavior specified in the protocol, they are called an honest verifier and an

honest prover. A prover who does not know the secret of the prover an tries

to convince the verifier is called a cheating or dishonest prover. Sometimes,

the verifier can get additional information from the prover if he/she does not

follow the protocol. Note that each prover (or verifier), whether he/she is

honest or not, fulfills the syntax of the communication interface, because not

following the syntax is immediately detected. She may only be dishonest in

her private computations and the resulting data that he/she transmits.

Password Scheme

In a simple password scheme, P uses a secret password to prove his/her

identity. The password is the only message, and it is sent from the prover

to the verifier. V accepts prover’s identity if the transmitted password and

the stored password are equal. Here, only one message is transmitted, and

obviously the scheme meets the requirements. If P knows the password,

verifier accepts. If a cheating prover does not know the password, verifier

does not accepts. The problem is that everyone who observed the password

during communication can use the password.

Identity Based on Public-Key Encryption

First of all, we recall the basic scenario of identification scheme based on

a public-key cryptosystem. Each prover has a secret key sk only known to

him/her and a public key pk known to everyone. Suppose that everyone who
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can decrypt a randomly chosen encrypted message must know the secret key.

This assumption should be true if the cryptosystem is secure. Hence, the

secret key sk can be used to identify prover.

Prover proves his/her identity to verifier using the following steps:

1. Verifier chooses a random message m, encrypts it with the public key

pk and sends the cryptogram c to prover.

2. Prover decrypts c with his/her secret key sk and sends the result m′

back to verifier.

3. Verifier accepts the identity of prover if and only if m = m′.

Two messages are exchanged: it is a two-move protocol. The completeness

of the scheme is obvious. On the other hand, a cheating prover who only

knows the public key and a ciphertext should not be able to find the plaintext

better than guessing at random. The probability that verifier accepts if the

prover does not know the secret of the prover is very small. Thus, the scheme

is also sound. This reflects verifier’s security requirements. Suppose that an

adversary observed the exchanged messages and later wants to impersonate

prover. Verifier chooses m at random and computes c. The probability of

obtaining the previously observed c is very small. Thus, adversary cannot take

advantage of observing the exchanged messages. At first glance, everything

seems to be all right. However, there is a security problem if verifier is not

honest and does not follow the protocol in step 1. If, instead of a randomly

chosen encrypted message, he/she sends a cryptogram intended for prover,

then he/she lets prover decrypt the cryptogram. He/She thereby manages to

get the plaintext of a cryptogram which he/she could not compute by himself.

This violates prover’s security requirements.
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2.3.3 Zero-Knowledge

In the interactive proof system based on a public-key cryptosystem, which

we discussed above, a dishonest verifier can decrypt prover’s cryptograms by

interacting with prover. Since verifier is not able to decrypt them without

interaction, he/she learns something new by interacting with prover. He/She

obtains knowledge from prover. This is not desirable, because it might violate

prover’s security requirements as our example shows. It is desirable that

interactive proof systems are designed so that no knowledge is transferred

from the prover to the verifier. Such proof systems are called zero-knowledge if

whatever the verifier can efficiently compute after interacting with the prover,

can be efficiently simulated without interaction. Below we define the zero-

knowledge property more formally.

We denote the algorithm that the honest prover executes by P , the al-

gorithm of an honest verifier by V and the algorithm of a general (possibly

dishonest) verifier by V∗. The interactive proof system (including the inter-

action between P and V) is denoted by (P ,V). Prover knows a secret about

some object x (e.g. as in the Fiat-Shamir example, the root of a square x).

This object x is the common input to P and V .

Each algorithm is assumed to have polynomial running time. It may be

partly controlled by random events, that is, the algorithm has access to a

source of random bits and thus can make random choices. Such algorithms

are called probabilistic algorithms.

Let x be the common inputs of (P ,V). Suppose, the interactive proof

takes n moves. A message is sent in each move. For simplicity, we assume

that the prover starts with the first move. We denote by mi the message sent

in the i-th move. The messages m1,m3, . . . are sent from the prover to the

verifier and the messages m2,m4, . . . are sent from the verifier to the prover.

The transcript of the joint computation of P and V∗ on input x is defined by

trP,V∗(x) := (m1, . . . , mn)

20



where trP,V∗(x) is called an accepting transcript if V∗ accepts after the last

move. Note that the transcript trP,V∗(x) depends on the random bit that the

algorithms P and V∗ choose. Thus, it is not determined by the input x.

P V

witness

challenge

response

Figure 2.4: Zero-knowledge identification scheme

Definition 3 An interactive proof system (P ,V) is (perfect) zero-knowledge

if there is a probabilistic simulator S(V∗, x), running in expected polynomial

time, which for every verifier V∗ (dishonest or not) outputs on input x an

accepting transcript t of P and V∗, such that these simulated transcripts are

distributed in the same way as if they were generated by the honest prover P
and V∗.

Remark 1 The definition of zero-knowledge included all verifiers (also the

dishonest ones). Hence, zero-knowledge is a property of the prover P. It cap-

tures the prover’s security requirements against attempts to gain “knowledge”

by interacting with him.

To understand the definition, we have to clarify how a simulator works. A

simulator S is an algorithm which, given some verifier V∗, honest or not, gen-
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erates valid accepting transcripts for (P ,V∗), without communicating with

the real prover P . In particular, S does not have any access to computations

that rely on the secret of the prover. Trying to produce an accepting tran-

script, S plays the role of P in the protocol and communicates with V∗. Thus,

he obtains outgoing messages of V∗ which are compliant with the protocol.

His/Her task is to fill into the transcript the messages going out from P . Since

P computes these messages by use of his/her secret and S does not know this

secret, S applies his/her own strategy to generate the messages. Necessarily,

his probability of obtaining a valid transcript in this way is significantly less

than 1. Otherwise, with high probability, S could falsely convince V∗ that

he knows the secret, and the proof system is not sound. Thus, not every

attempt of S to produce an accepting transcript is successful; he/she fails in

many cases. Nevertheless, by repeating his/her attempts sufficiently often,

the simulator is able to generate a valid accepting transcript. It is required

that the expectation value of the running time, which S needs to get an ac-

cepting transcript, is bounded by a polynomial in the binary length |x| of the

common input x.

To be zero-knowledge, the ability to produce accepting transcript by a

simulation is not sufficient. The generation of transcripts, real or simulated,

includes random choices. Thus, we have a probability distribution on the

set of accepting transcripts. The last condition in the definition means that

the probability distribution of the transcripts, which are generated by the

simuator S and V∗, is the same as if they were generated by the honest

prover P and V∗.

2.3.4 Attack Types

In general, an identification scheme is said to be broken if an adversary

succeeds in an impersonation attempt (making the verifier accept with non-

negligible probability). The methods an adversary may employ in an attempt
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to defeat identification protocol are summarized in Table 2.1 [35]. We can

divide them into two types–passive attack and active attack–according to the

interaction allowed to the adversary before an impersonation attempt [46, 35].

The weakest form of attack is a passive attack, where the adversary is not

allowed to interact with the system at all before attempting an impersonation;

the only available information to the adversary is the public key of the prover.

Other attacks of intermediate level such as eavesdropping attack or honest-

verifier attack are essentially equivalent to the passive attack.

The strongest form of attack is an active attack, in which the adversary

is allowed to interact with P several times, posing as V . We may consider

active attacks as adaptive chosen ciphertext attacks. We should note that

active attacks are quite feasible in practice.

2.3.5 The Schnorr scheme and its variants

The Schnorr protocol [43] is an alternative of the FS and GQ protocols

whose security is based on the intractability of DLP. The design allows pre-

computation, reducing the real-time computation for the prover to one mul-

tiplication modulo a prime q; it is particularly suitable for provers of limited

computational ability. A further important computational efficiency results

from the use of a subgroup of order q of the multiplicative group of integers

modulo p, where q|(p − 1); this also reduces the required number of trans-

mitted bits. Finally, the protocol was designed to require only three passes.

The Schnorr protocol is depicted on Figure 2.5. Brickell and McCurley [9]

propose a modification of Schnorr’s identification scheme, in which q is kept

secret and exponent computations are reduced modulo p − 1 rather than q.

A major drawback is that almost 4 times as much computation is required

by the prover. Another variant of Schnorr’s scheme by Girault [21] was the

first identity-based identification scheme based on DLP. A further variation of

Schnorr’s identification protocol by Okamoto [37] is provably secure; it does,
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Table 2.1: Types of attacks on identification protocols

Types of attacks Descriptions

impersonation a deception whereby one entity purports to be another.

replay attack an impersonation or other deception involving use of informa-

tion from a single previous protocol execution, on the same

time or a different verifier.

interleaving attack an impersonation or other deception involving selective com-

bination of information from one or more previous or simulta-

neously ongoing protocol executions, including possible orig-

ination of one or more protocol executions by an adversary

itself.

reflection attack an interleaving attack involving sending information from an

ongoing protocol execution back to the originator of such in-

formation.

forced delay a forced delay occurs when an adversary intercepts a message,

and relays it at some later point in time.

chosen-text attack an attack on a challenge-response protocol wherein an adver-

sary strategically chooses challenges in an attempt to extract

information about the prover’s long-term key.

however, involve some additional computation. Popescu [40] shows how the

interactive identification scheme based on the elliptic curve discrete logarithm

problem (ECDLP) is constructed.

Aside from the above protocols based on the computational intractability

of the standard number-theoretic problems, a number of very efficient identi-

fication protocols have more recently been proposed based on NP-hard prob-

lems. Stern [47] proposed a practical zero-knowledge identification scheme

based on the NP hard syndrome decoding problem. Stern [48] proposed

another practical identification scheme based on an NP hard combinatorial

constrained linear equations problem, offering a very short key length, which

is of particular interest in specific applications. Pointcheval [39] proposed
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certP , x = βr mod p

ε, 1 ≤ ε < q

y = ae + r mod q

x
?

== βy · vε mod p

Figure 2.5: The Schnorr identification protocol

another such scheme based on the NP-hard perceptrons problem: given an

m × n matrix M with entries ±1, find an n-vector y with entries ±1 such

that My ≥ 0.

2.3.6 The Kim-Kim Scheme

The Basic Scheme.

For a security parameter k, a pair of secret and public parameters is gener-

ated as follows:

Key generation.

On input k, the key generation algorithm G works as follows:

1. Generate two cyclic groups G1 and G2 of order m for some large prime

m and a bilinear map ê : G1 ×G1 → G2.

2. Generate an arbitrary generator P ∈ G1.

3. Choose randomly a, b, c ∈ Z∗m and compute v = ê(P, P )abc.
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4. The public parameter is Pub = 〈G1,G2, P, aP, bP, cP, ê, v〉, and the se-

cret parameter is Sec = 〈a, b, c〉. And then publish them.

Protocol actions between P and V .

As is the case for other identification schemes, this scheme consists of several

rounds. The protocol executes just once the following:

1. P chooses r1, r2, r3 ∈ Z∗m at random, computes x = ê(P, P )r1r2r3 , Q =

r1r2r3P , and sends 〈x, Q〉 to V .

2. V picks ω ∈ Z∗m at random, and sends R = ωP to P .

3. On receiving R, P sets S = r1r2r3R, computes Y ∈ G1 such that

Y = abcP + (a + b + c)S,

and sends it to V ; V accepts P ’s proof of identity if both x = ê(P, Q)

and ê(Y, P ) = v · ê(aP + bP + cP,Q)ω, and rejects otherwise.

This protocol is represented graphically in Figure 2.6. Once after this

protocol can be proved to be secure against active adversaries, it can be

extended to a generalized protocol.

Generalized scheme.

We now describe a generalized version KK identification scheme. The gener-

alized identification scheme extends the basic scheme in Section 2.3.6 using

k random numbers. The key generation algorithm G is similar to that of the

basic scheme except generating k random numbers.

Key generation.

On input k, the key generation algorithm G works as follows:
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x = ê(P, P )r1r2r3 , Q = r1r2r3P

R = ωP ,where ω ∈ Z∗m

Y = abcP + (a + b + c)S, where S = r1r2r3R

ê(Y, P )
?

== v · ê(aP + bP + cP,Q)ω

Figure 2.6: The SAA identification protocol

1. Generates two cyclic groups G1 and G2 of order m for some large prime

m and a bilinear map ê : G1 ×G1 → G2.

2. Generates an arbitrary generator P ∈ G1.

3. Chooses randomly a1, . . . , a3` ∈ Z∗m and computes v1 = ê(P, P )a1a2a3 , · · · , v` =

ê(P, P )a3`−2a3`−1a3` .

4. The public parameter is Pub = 〈G1,G2, P, a1P, . . . , a3`P, ê, v1, · · · , v`〉,
and the secret parameter is Sec = 〈a1, . . . , a3`〉. And then publishes

them.

Protocol actions between P and V .

The generalized scheme is similar to the basic scheme, however, each round

is performed in parallel as follows:

1. P chooses r1, r2, r3 ∈ Z∗m at random, computes x = ê(P, P )r1r2r3 , Q =

r1r2r3P , and sends 〈x, Q〉 to B.

2. V picks ω1, . . . , ω` ∈ Z∗m at random, and sends R1 = ω1P, . . . , R` = ω`P

to P .
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3. On receiving ` random values, P sets

S1 = r1r2r3R1, S2 = r1r2r3R2, . . . , S` = r1r2r3R`,

computes Y such that

Y =
∑̀
i=1

a3i−2a3i−1a3iP +
∑̀
i=1

(a3i−2 + a3i−1 + a3i)Si

and sends it to V ; V accepts if both x = ê(P, Q) and ê(Y, P ) =
∏`

i=1 vi ·
ê(a3i−2P + a3i−1P + a3iP, Q)ωi , and rejects otherwise.

The KK scheme is more efficient than the Schnorr scheme and the Okamoto

scheme with respect to preprocessing of prover and on-line processing over-

head of both parties (prover and verifier). At the same time, security of the

KK scheme is higher than or equal to previous schemes. The authors prove

that the KK scheme is secure against active attacks as well as passive attacks

if the bilinear Diffie-Hellman problem is intractable. The proof is based on

the fact that the computational Diffie-Hellman problem is hard in the addi-

tive group of points of an elliptic curve over a finite field, on the other hand,

the decisional Diffie-Hellman problem is easy in the multiplicative group of

the finite field mapped by a bilinear map.
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Chapter 3

Our Proposed Scheme

In this chapter we propose two identification schemes. The first one is based

on conjugacy problem over a braid group and another is based on DDH prob-

lem.

3.1 Scheme I : based on Conjugacy Problem

In this section, we introduce an identification scheme based on conjugacy

problem over a braid group. Let Bn be a braid group where CSP is infeasible

and CDP is feasible. Let h : {0, 1}∗ −→ Bn be a hash function, that is, h is

a collision-free one-way function that outputs an element of Bn expressed by

a fixed amount of information. For example h can be given by a composition

of a usual hash function of bit strings with a conversion from bit strings of

a fixed length to elements of Bn. We recommend the security parameter

n = 20, n = 24 and n = 28 depending on a use of our identification scheme.

Our proposed identification scheme consists of two stages, key generation

and protocol actions between prover and verifier. We will describe the details.

Key generation. On input k, the key generation algorithm G works as

follows:

1. Generate a braid group Bn.

2. Generate a CSP-hard pair (x, x′) ∈ Bn ×Bn such that x′ = a−1xa.
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3. The public parameter is Pub = 〈Bn, (x, x′)〉, and the secret parameter

is Sec = 〈a〉. And then publish them.

Protocol actions between P and V .

As is the case for other identification schemes, our protocol consists of ∆-

times challenge-response protocol where ∆ is a security parameter as usual

identification protocol. The 1 round challenge-response protocol is described

as follows:

1. P chooses s ∈ Bn at random, computes X = s−1xs and X ′ = a−1Xa,

and sends 〈X,X ′〉 to V .

2. V picks r ∈ Bn at random, and sends r to P .

3. On receiving r, P computes α, y, β, and γ such that

α = r−1Xr

y = h(X‖α)

β = r−1yr

γ = r−1aya−1r

and sends them to V ; V accepts P ’s proof of identity if and only if all

of the followings are satisfied and otherwise rejects.

V outputs accept when :





α = r−1Xr

Xx ∼ X ′x′

α ∼ X

β ∼ γ ∼ y

αβ ∼ Xy

αγ ∼ X ′y

30



Our proposed scheme repeats ∆-times of the Protocol actions between P
and V . This identification scheme is represented graphically in Figure 3.1.

Once after this scheme can be proved to be secure against passive adversaries.

P V

X=s-1xs

X´=a-1Xa

s ∈R Bn

X , X´

r∈R Bn
r

α=r -1Xr
y=h(X‖α)

β= r -1yr

γ = r -1aya-1r

(α, β, γ)

Figure 3.1: Proposed Scheme

3.2 Scheme II : based on DDH assumption

Now we introduce a new identification scheme based on DDH problem.

Key generation. On input k, the key generation algorithm G works as

follows:

It is almost the same as in the basic scheme except that in this scheme

we use two generators. This is accomplished selecting a random element

g1 of order q modulo p. The group G is then set to be the subgroup of

Z∗p generated by g1, i.e. G = {gi
1 mod p : i ∈ Zq} ⊂ Z∗p. A random

w ←R Zq is then chosen and compute g2 = gw
1 . Then, two random k-degree

polynomials p1 =
∑k

t=0 dtx
t and p2 =

∑k
t=0 d′tx

t are chosen over Zq. Next

the algorithm computes D0 = gd0
1 g

d′0
2 , . . . , Dk = gdk

1 g
d′k
2 . Finally, it outputs
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Pub = 〈g1, g2, D0, . . . , Dk〉 and Sec = 〈p1, p2〉, and publishes the Pub.

Protocol actions between P and V .

Our challenge-response protocol is described as follows:

1. P chooses x, µ0, and µ1 ∈ Zq at random, and sends x, µ0, and µ1 to V .

2. V computes the followings:

r1 ←R Zq (3.1)

u1 = gr1
1 (3.2)

u2 = gr1
2 (3.3)

Dx =
k∏

t=0

Dxt

t (3.4)

D = Dr1
x (3.5)

µi ←R {µ0, µ1} (3.6)

c = µiD (3.7)

And sends u1, u2, and c to P .

3. On receiving u1, u2, and c, P computes D′ = u
p1(x)
1 u

p2(x)
2 and sends

µi∗ , D
′, p1(x), and p2(x) to V ;

V accepts P ’s proof of identity if and only if both of the condition

µ = cD′−1 and µi∗ = µi and otherwise rejects.

In this scheme, we can transfer the scheme as ID-based variant. ID-based

version of scheme II needs the Setup stage.

Setup. A probabilistic algorithm used by the center to set up all the pa-

rameters of the scheme. The algorithm S takes as input 1s and generates

the global system parameters param and the master-key. The system param-

eters will be publicly known while the master-key will be known to the center

only. And a probabilistic algorithm used by the center to extract a private
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key corresponding to a given identity. The algorithm S receives as input the

master-key and a public identity ID, it returns the corresponding private key

Sec.
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Chapter 4

Security Analysis

4.1 Security of Identification Schemes

We define a secure identification scheme based on the definition given by Feige

et al. [18]

Definition 4 A prover P (resp. verifier V) is a “good” prover denoted by P
(resp. “good” verifier denoted by V), if it does not deviate from the protocols

dictated by the scheme. Let P̃ be a fraudulent prover who does not complete

the Initialization stage of where Definition 2 as P and may deviate from the

protocols (so another person/machine can simulate P̃). Ṽ is not a good V. P̃
and Ṽ are assumed to be polynomial time bounded machines, which may be

nonuniform.

An identification scheme (P ,V) is secure if

1. (P ,V) succeeds with overwhelming probability.

2. There is no coalition of P̃ and Ṽ with the property that, after a poly-

nomial number of executions of (P , Ṽ) and relaying a transcript of the

communication to P̃, it is possible to execute (P̃ ,V) with non-negligible

probability of success. The probability is taken over the distribution of

the public key and the secret key as well as the con tosses of P, Ṽ, P̃,

and V, up to the time of the attempted impersonation.

When an identification scheme is “witness hiding” [20] and an interactive

proof of “knowledge” [18], this scheme is secure in the sense of Definition 4.
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This is roughly because if there exists (P̃ , Ṽ) with non-negligible probability

of success, we can construct a knowledge extractor (from “knowledge sound-

ness”), which leads to contradiction with “witness hiding”. Thus there are

two ways to prove the security of Definition 4: One is to prove it directly as in

[18, 36], and the other way is to prove that a scheme is “witness hiding” and

an interactive proof of “knowledge”. Some scheme such as [36] seems to be

proven only in the former way, since the knowledge soundness is sometimes

hard to prove.

4.2 Analysis of Scheme I

Our identification scheme is clearly based on MTSP that is equivalent to

MCSP. Now we analyze the scheme I by using proof of knowledge method.

Our propsed protocol has zero-knowledge property unless k-SCSP is fea-

sible no matter how many witness-response pairs are known.

Theorem 2 The proposed scheme is exhibits a zero-knowledge proof of knowl-

edge.

Proof.

Completeness. Prover who knows the secret value a can convince the verifier

of his identity with probability 1. Honest prover can compute the values,

X, X ′, α, y, β, and γ for any random challenge value r from verifier. After re-

ceiving the (α, β, γ), verifier outputs the ‘accept’ with probability 1. Because

the verifier always check the verifying equation easily by using the conjugacy

decision algorithm.

α = r−1Xr ; so, α ∼ X

X ′x′ = a−1Xaa−1xa = a−1Xxa, Xx ∼ X ′x′

β = r−1yr ; so, β ∼ y

γ = r−1aya−1r = (a−1r)−1y(a−1r) ; so, γ ∼ y
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αβ = r−1Xrr−1yr = r−1Xyr ; so, αβ ∼ Xy

αγ = r−1Xrr−1aya−1r

= r−1Xaya−1r

= r−1aX ′ya−1r

= (a−1r)−1X ′y(a−1r)

So, αγ ∼ X ′y.

Above equation is alway successful. So, this shows the completeness of the

proposed scheme.

Soundness. First, we define the adversary, A. A works as follows:

1. A runs the protocol for several times as verifier. This means that (P ,A)

works. A takes the data from the (P ,A) in his memory.

2. A runs the protocol for several times as prover. This means that (A,V)

works. In this stage, A tries to impersonate the prover.

If the success probability of A is negligible, we can obtain the soundness of

our proposed scheme.

After the stage 1, A gets the data D1, D2, . . . , Dk.

(Di = {Xi, X
′
i, ri, αi, yi, βiγi})

On stage 2, A sends Xt, X
′
t ( Xt ∈ Dt (1 ≤ t ≤ k) ) to verifier and gets

a random challenge r from verifier. For impersonating the prover, A must

compute the value γ = r−1ah(Xt‖r−1Xtr)a
−1r without knowing the secret

value a. Because it is impossible that find other solution which satisfies

β ∼ γ, γ ∼ y, αγ ∼ X ′y. From the infeasibility of k-SCSP, the success

probability is negligible. This means that it is infeasible to get a from any

number of pairs (riγir
−1
i , yi) = (ayia

−1, yi). Therefore there is no dishonest
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prover who can impersonate with non-negligible probability.

This completes the theorem. ¥

4.3 Analysis of Scheme II

In this section, we show that the impersonator I of proposed scheme has

negligible advantage under the DDH assumption.

In scheme II, the completeness that honest prover is always accepted by

verifier with probability 1. Now we prove the soundness when adversary is

passive.

Theorem 3 The proposed scheme is secure against impersonation attack

with maximum up to k-times view under the DDH assumption.

Proof. It is clear that our proposed scheme is impersonated when I can

distinguish µ0 and µ1. Now we shall define a sequence of “indistingushable”

modified games G0,G1,G2, and G3 where G0 is original game and the last

game clearly gives no advantages to the impersonator.

Game G0. In game G0, the impersonator receives the public information

Pub = 〈g1, g2, D0, . . . , Dk〉 and eavesdrop for a maximum of k-times and get

all information of the interactions. Then, she receives a target commitment

(x, µ0, µ1) and challenge (u1, u2, c). At this point, I outputs her guess µi∗ .

Let T0 be the event that µi∗ = µi in game G0.

Game G1. Game G1 is identical to game G0, except for a small modification

to the verifier’s challenge-choosing oracle. In game G1, steps (4) and (5) are

replaced with the following single step:

(3.5)′. D = u
p1(x)
1 u

p2(x)
2
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It is clear that step (5)’ computes the same value as step (5). The point of this

change is to make explicit any functional dependency of the above quantity

on u1 and u2. Let T1 be the event that µi∗ = µi in game G1. Clearly, it holds

that Pr[T1] = Pr[T0].

Game G2. To turn game G1 into game G2, we make another change to

the verifier’s challenge-choosing oracle. We replace steps (1) and (3) with the

following, respectively:

(3.1)′. r1 ←R Zq, r2 ←R Zq/r1

(3.3)′. u2 = gr2
2

Let T2 be the event that µi∗ = µi in game G2. Notice that while in G1

the values u1 and u2 are obtained using same value r1, in game G2 they

are independent subject to r1 6= r2. Therefore, using a standard reduc-

tion argument, any non-negligible difference in behavior between G1 and

G2 can be used to construct a PPT algorithm A that can distinguish Diffie-

Hellman tuples from totally random tuples with non-negligible advantage.

Hence |Pr[T2]−Pr[T1]| ≤ ε for some negligible ε.

Game G3. In this game, we again modify the verifier’s challenge-choosing

oracle as follows:

(3.7)′. e ←R Zq, c ← ge
1

Let T3 be the event that µi∗ = µi in game G3. Due to this last change,

the challenge no longer contains µi, nor does any other information in the

impersonator’s view; therefore, we have that Pr[T3] = 1
2
. Moreover, we can

prove that the impersonator has same chances to guess µi in both game G2

and G3, i.e. Pr[T3] = Pr[T2].

Finally, combining all the intermediate results, we can conclude that im-

personator I’s advantage is negligible, more precisely less than ε. ¥
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Thus, for sufficiently large k, adversary can impersonate prover’s identity

with negligible probability ( 1
2k ).

4.4 Comparison

In this section, we compare our proposed schemes with the prior schemes in

terms of their security,ID-based variant and 1-round running time of prover

and verifier. Table 4.1 shows the comparison of identification schemes.

We can compute the 1-round running time from [32, 30, 28, 35]. The

modular multiplication speed on Pentium 3 866MHz is 0.115 ms in [28]. The

braid implementation result is from [30]. In [32, 37], they give the numbers of

modular multiplications and point additions of previous identification schemes

and we can estimate that A costs less than or equal to two times M, i.e., A≤2M.

KK scheme takes 140A+2M for prover’s processing and 141M for verifier’s.

So, estimating time for prover and verifier’s processing time is 32.44 and

16.22, respectively. Other schemes can be derived from the comparison table

in [32]. In braid identification scheme we can estimate the processing time

from [30]. Our identification scheme in Table 4.1 takes 28 braids.

Table 4.1: Comparison of identification schemes

Comparison KK Schnorr Okamoto FFS GQ Scheme I Scheme II

Security proof Yes Yes Yes Yes Yes Yes Yes

Public Key Size (bits) 512 512 512 10,240 1,024 591 512

Security against active attack Yes No Yes Yes No Yes No

Cryptographic problem BDH DLP DLP IFP IFP MTSP DDH

1-Round running time (Prover) 32.44 24.17 28.18 1.26 7.02 25.77 7.25

(ms) (Verifier) 16.22 24.17 28.53 1.26 3.94 36.08 11.62

Extention to ID-based system Possible Possible Possible Possible Possible Impossible Possible

So the public key size is 591 bit. For prover’s processing is same as braid

signature’s signing algorithm. So, it takes 25.77 ms. And verifier have 2 con-

jugacy decision than signature verifying of [30]. Conjugacy decision algorithm

takes 5.154 ms. So, verifier’s processing time takes 36.08(= 25.77 + 10.31)
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ms. Finally we estimate DDH identification scheme. Scheme II takes 2E +

k + 1M for prover and 3E+3M for verifier. From [35, 32], we know that E is

costs less than or equal to 30 times M. So, scheme II takes processing time

of prover and verifier as 7.25 and 11.62, respectively. The processing time of

verifying stage is depend on the security parameter k. In this comparison we

define the k as 40.
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Chapter 5

Conclusion

In this thesis, we have studied the design and analysis of secure identification

schemes against passive adversaries. We have reviewed previous works and

presented current concerns on the identification schemes. And then we have

presented our suggestions to solve the problems.

We have presented a construction of a new identification scheme based

on the conjugacy problem on the braid group. The identification scheme is

typical three-round (canonical) identification. In the open literature, there is

no identification scheme based on conjugacy problem over a braid group. For

the constructing scheme I, we transferred Ko et al.’s braid signature scheme to

∆-times zero-knowledge protocol. We have settled the the proposed model of

our apporach. Then we prove that our identification scheme is secure against

passive impersonation attacks. The proof is from that the hardness of MTSP

is same as our proposed scheme. In other words, we have showed that any

attacker that can break proposed identification scheme can be transformed

into an efficient algorithm to solve the underlying problem, matching triple

search problem (MTSP). And this scheme is the first identification scheme

based on conjugacy problem over a braid group. We hope that our scheme

can open the new genre of braid cryptosystem.

And we have presented another construction of a new identification scheme

based DDH problem. The identification scheme is also typical three-round

(canonical) identification. We prove that our identification scheme is secure

against impersonation attacks when adversary has some limitation of view.
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The proof gives that impersonator has negligible advantage for successful

cheating. The most important point of scheme II is the first identification

scheme which is based on DDH problem and proved the security against

impersonation in standard model. In addition, our proposed scheme can be

transferred to ID-based version by changing public information g1 as h1(ID)

and g1 as h2(ID), h1 and h2 are collision-resilient one-way hash functions

which are from binary string to a group G.

Our future works is as follows: (1)We modify our schemes secure against

active attacks and efficient. (2)We upgrade the scheme II is secure without

adversary’s limitation.
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