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Abstract

These days many real world systems still rely on password authentication

to verify the user’s identity before allowing that user to be given certain net-

work services. So far many protocols based on password have been proposed,

even if there are many security concerns associated with password-based pro-

tocol. Thus many researchers have studied how to make the password-like

weak key to be more stronger one.

On the other hand, with rapid development on the Internet, users can

easily access the network anywhere and anytime, which is so called ubiquitous

computing paradigm. Thus, we want to give users password-authenticated

access to private keys from anywhere, while protecting the password and those

private keys from being revealed to an attacker.

We present a new threshold password-authenticated key retrieval proto-

col that allows a roaming user, who accesses a network from different client

terminals, to download a private key from remote servers with knowledge of

only his identity and password information, assuming that the user does not

carry the smart card storing user’s private information.

We note that as a goal of a multi-server roaming system, the protocol has

to allow a user to get his private key from the servers, even if some of the
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servers are compromised. With this point of view, we give the first description

of a threshold password-only roaming protocol using bilinear pairings. In this

paper, we use (k,n)-threshold scheme in which only k honest servers or more

are engaged to reconstruct a secret key. Our scheme is based on bilinear

pairings which could be built from Weil pairing or Tate pairing.
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Chapter 1

Introduction

1.1 Roaming Protocol

With rapid development on the Internet users can easily access the network

to securely retrieve private data and digitally sign critical transactions, such

as stock trade or e-banking, from different client terminals – without being

bound to a single terminal on which the user’s electronic credentials reside.

Credentials may consist of public/private key pairs, public key certificates

or other private user data. Those are vulnerable to various attacks where

the private key may be stolen or substituted, usually without user’s even

being aware of it. Furthermore, for roaming users who access a network from

different client terminals, the terminal cannot store such user-specific data.

So far, there have been two basic approaches to provide a secure roaming

service – portable hardware key storage such as smartcards and password-based

mechanisms [16, 32].

While the smartcard plays an important role in storing sensitive infor-

mation, it is not currently practical in many real environments due mainly

to inconvenience, for example, a user needs an external interface device to

communicate with a smart card. Given the cost and availability problems of

hardware storage devices, more reasonable approach is to use the password-

based mechanisms. In this approach, a roaming users store their credentials

at a central server and download temporary copies when needed to their local

machine.
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The fundamental problems with passwords come from the fact that most

users’ passwords are drawn from a relatively small spaces and are easily mem-

orable, which also means that the password may be easily guessed by an at-

tacker. With mainly focused on this point, strong password-authenticated

roaming protocols were presented by Perlman et al.[45], Ford et al.[16], and

Jablon[27], etc. We refer to roaming protocol as a secure password-based

protocol for remote retrieval of a private key from one or more credentials

servers [27]. Using just an easily memorized password, and no other stored

user credentials, the user authenticates to a credentials server and retrieves

his private key for temporary use on any acceptable client machine.

1.2 Our Contributions

In the last few years, several roaming schemes have been proposed. Some

of them used multiple servers to implement a roaming protocol that uses a

weak secret key, user’s password, to securely retrieve and reconstruct a strong

private key that has been divided into pieces distributed among multiple

servers. We note that as one of goals, a protocol has to allow a user to get

his private key from the servers, even if some of the servers are compromised.

With this point of view, we give the description of a threshold password-only

roaming protocol.

In this paper we present a threshold password-authenticated key retrieval

protocol for a roaming user. We make use of the (k,n)-threshold scheme in

which only k honest servers or more are engaged to reconstruct a secret key.

Our scheme is based on bilinear pairings that could be built from Weil pairing

or Tate pairing over Gap Diffie-Hellman(GDH) group, which Computational

Diffie-Hellman(CDH) problem is hard but Decision Diffie-Hellman(DDH)

problem is easy. We also prove security of our construction in a formal way.

To the best of our knowledge, our proposed scheme is the first threshold

password-only roaming protocol using bilinear pairings.
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1.3 Outline of the thesis

The remainder of the thesis is organized as follows: In Chapter 2, we describe

some underlying concepts on the bilinear parings and the cryptographic prim-

itives used in our proposed scheme, and review several password-based proto-

cols. Chapter 3 presents our proposed threshold roaming protocol along with

not only cryptographic notions but also the security model, and Chapter 4

discusses its security, and evaluates performance of our scheme and compares

with other scheme as well. Finally, we end with concluding remarks and

suggestions for further work in Chapter 5.
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Chapter 2

Preliminaries

2.1 Cryptographic Background

2.1.1 One-Way Functions

A one-way function is one of basic cryptographic primitives, is informally a

function which is easy to compute but hard to invert. Any probabilistic poly-

nomial time (PPT) algorithm attempting to invert the one-way function on

an element in its range, will succeed with no more than negligible probability,

where the probability is taken over the element in the domain of the function

and the coin tosses of the PPT attempting the inversion [17].

Definition 2.1 We call function ε(k) negligible if for every polynomial p(k),

there exists k0 such that ε(k) < 1
p(k)

for all k ≥ k0.

The above definition considers the success probability of an algorithm

to be negligible if as a function of the input length the success probability

is bounded by any polynomial fraction. On the other hand, we say that

a function ε is non-negligible if there exists a polynomial p such that for

sufficiently large k it holds that ε(k) ≥ 1
p(k)

.

Definition 2.2 A function f : {0, 1}∗ → {0, 1}∗ is (strong) one-way if:

(1) there exists a PPT that on input x output f(x);

4



(2) for every PPT algorithm A there is a negligible function εA such that

for sufficiently large k,

Pr
[
f(z) = y : x

R← {0, 1}k; y ← f(x); z ← A(1k, y)
]
≤ εA(k).

Definition 2.3 A function f : {0, 1}∗ → {0, 1}∗ is weak one-way if:

(1) there exists a PPT that on input x output f(x);

(2) there is a polynomial functions Q such that for every PPT algorithm A,

and for sufficiently large k,

Pr
[
f(z) �= y : x

R← {0, 1}k; y ← f(x); z ← A(1k, y)
]
≥ 1

Q(k)
.

The difference between the two definitions is that whereas we only require

some non-negligible fraction of the inputs on which it is hard to invert a weak

one-way function, a strong one-way function must be hard to invert on all

but a negligible fraction of the inputs.

2.1.2 Security Models

Standard Model and Random Oracle Model. There are two common

formal methods which are used to prove security of cryptographic schemes.

One is to use the standard model and the other is to use the random oracle

model.

The Standard Model. This is the preferred approach of modern, math-

ematical cryptography. Here, one shows with mathematical rigor that any

attacker who can break the cryptosystem can be transformed into an efficient

algorithm to solve the underlying well-known problem that is widely believed

to be very hard. Then, to show security of a cryptographic scheme turns

out to verify that if there exists an attacker who can successfully attack the

scheme. One can then construct an attacker who can break the presumed

hardness.
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The Random Oracle Model. The notion of a random oracle model (ROM)

was introduced by Bellare and Rogaway [9]. The result of this approach is

a reductionist proof, however the proof is only valid in a “parallel universe”

where a “magic hash functions” exist—they do not exist in the “real world”

of computation. We stress that the existence of magic hash functions is not a

“hardness assumption,” like IFP and DLP; they simply do not exist. Rather,

they are a rough-and-ready heuristic, much like assuming the earth is flat,

and that there is no wind resistance.

To analyze a protocol using ROM one replaces a real-world cryptographic

hash function by a black-box that when queried outputs a random bit string,

subjects to the restriction that it always outputs the same value on the same

input. Having made this replacement, one then gives a reductionist security

argument. The right way to view a proof of security in ROM is as a proof of

security against a restricted class of adversaries that do not care if the hash

function really is a black box.

2.1.3 Bilinear Pairings

We describe some basic concepts of bilinear maps and the relevant problems,

with help of the Boneh-Franklin’s work [2] (refer to the full version for details)

which suggested Identity-Based Encryption from the Weil Pairing.

Let us consider an additive group G1 and a multiplicative group G2 of the

same order q. Assume that the discrete logarithm problem is hard in both

groups. Let P be a generator of G1, and ê : G1 × G1 → G2 a bilinear map

satisfying the following properties:

1. Bilinear: ê(aP, bQ) = ê(P,Q)ab for all P,Q ∈ G1 and all a, b ∈ Z.

2. Non-degenerate: If ê(P,Q) = 1 for all Q ∈ G1, then P = O. In other

words, the map does not send all pairs in G1×G1 to the identity in G2.
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3. Computable: There exists an efficient algorithm to compute ê(P,Q) for

any P,Q ∈ G1.

A bilinear map satisfying the three properties above is said to be an

admissible bilinear map. To construct the bilinear pairing, we can use the

Weil pairing and Tate pairing. G1 is a cyclic subgroup of the additive group of

points of an elliptic curve E/Fp over a finite field while G2 is a cyclic subgroup

of the multiplicative group associated to a finite field F
∗
p2 .

As mentioned in [2], the existence of the bilinear map ê : G1 × G1 → G2

as above has two direct implications to these groups.

The MOV reduction: Menezes, Okamoto, and Vanstone [39] showed that

the discrete log problem in G1 is no harder than the discrete log problem

in G2. To see this, let P and Q ∈ G2 be an instance of the discrete log

problem in G1 where both P and Q have order q. We wish to find an

α ∈ Zq such that Q = αP . Let g = ê(P, P ) and h = ê(Q,P ). Then,

by bilinearity of ê we know that h = gα. By non-degeneracy of ê both

g, h have order q in G2. Hence, we reduced DLP in G1 to DLP in G2.

It follows that for discrete log to be hard in G1 we must choose our

security parameter so that discrete log is hard in G2.

Decision Diffie-Hellman is easy: The DDH problem [8] in G1 is to dis-

tinguish between the distributions 〈P, aP, bP, abP 〉 and 〈P, aP, bP, cP 〉
where a, b, and c are random in Z

∗
q and P is random in G

∗
1. Joux and

Nguyen [29] pointed out that DDH in G1 is easy. To see this, observe

that given {P, aP, bP, cP} ∈ G
∗
1 we have

c = ab mod m ⇐⇒ ê(P, cP ) = ê(aP, bP ).

The CDH problem in G1 can still be hard. Joux and Nguyen [29] gave

examples of mappings ê : G1 × G1 → G2 where CDH in G1 is believed

to be hard even though DDH in G1 is easy.
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With such groups G1 and G2, we can define the following hard crypto-

graphic problems:

Discrete Logarithm(DL) problem: Given P and P ′ ∈ G1, find an integer

n such that P ′ = nP whenever such integer exists.

Computational Diffie-Hellman(CDH) problem: Given a triple (P, aP,

bP ) ∈ G1 for a and b ∈ Z
∗
q, compute abP .

Decision Diffie-Hellman(DDH) problem: Given a quadruple (P, aP, bP,

cP ) ∈ G1 for a, b, and c ∈ Z
∗
q, decide whether c = ab (mod q) or not.

Gap Diffie-Hellman(GDH) problem: A class of problems where the CDH

problems are hard but DDH problems are easy. That is, given a triple

(P, aP, bP ) ∈ G1 for a and b ∈ Z
∗
q, find the element abP with the

help of the DDH oracle (which answers whether a given quadruple

(P, aP, bP, cP ) ∈ G1 is a DH one or not).

We assume through the thesis that CDHP and DLP are intractable, which

means there is no polynomial time algorithm to solve CDHP or DLP with

non-negligible probability. When the DDHP is easy but the CDHP is hard on

the group G(= G1), we call G a Gap Diffie-Hellman (GDH) group.

GDH Parameter Generator. A polynomial time probabilistic algorithm

IG is called a GDH parameter generator if for a given positive integer k, which

plays the role of a security parameter, it outputs (descriptions of) a cyclic

group G of prime order and a polynomial time algorithm D which solves

DDHP in G. We will always view G as an additive group. We denote the

output of IG by IG(1k).

GDH Assumption. Let IG be a GDH parameter generator, and let A be

an algorithm whose input consists of a group G of prime order q, an algorithm

8



D solving DDHP, a generator P of G, aP and bP (a and b ∈ Zq) and whose

output is an element of G that is expected to be abP . As usual, the advantage

of A with respect to IG is defined to be

Pr


 A(G,D, P, aP, bP ) = abP

∣∣∣∣∣∣∣∣

〈G,D〉 ← IG(1k),

P
R← G

∗,

a, b
R← Zq


 .

IG is said to satisfy the GDH assumption if any polynomial time algorithm

A has advantage ≤ 1/f(k) for all polynomial f , that is, no polynomial time

algorithm can solve CDHP with non-negligible advantage [12].

2.1.4 Threshold Scheme

The concept of a threshold scheme, called secret sharing scheme, was intro-

duced in [48], and since then many researchers have investigated such schemes

and their applications, e.g., [44], [19], [41], [11], [37], [46], and [51]. Two main

goals that motivate this research area are: (1) provide security to applica-

tions that are inherently distributed, namely, several parties are trying to

accomplish some common task in the presence of an attacker, and (2) avoid

single points-of-failure in a security system by distributing the crucial security

resources [13].

A (k,n)-threshold secret sharing scheme is a protocol among n players in

which the dealer distributes partial information (share) about a secret to n

participant such that:

• Any group of fewer k participants can not obtain any information about

the secret.

• Any group of at least k participants can compute the secret in polyno-

mial time.

9



In this thesis, we use the verifiable secret sharing (VSS) scheme due to

Pedersen [44], and which we denote by Pedersen-VSS. We now describe this

Pedersen-VSS protocol briefly.

The parameters p and q denote large primes such that q divides p− 1, Gq

is the unique subgroup Z
∗
p of order q, and g is a generator of Gq. Let h be

element of Gq such that nobody knows logg h.

1. The dealer, D, distribute a secret s ∈ Zq as follows:

(a) D publishes a commitment to s: E0 = gsht for a randomly chosen

t ∈ Zq.

(b) D chooses two random polynomials F (x) and G(x) over Zq of

degree k-1:

F (x) = s + a1x + · · · + ak−1x
k−1,

G(x) = t + b1x + · · · + bk−1x
k−1.

D broadcasts Ei = gaihbi mod q for i = 1, 2, . . . , k − 1.

(c) Let si = F (i), ti = G(i) mod q for i = 1, 2, . . . , n. Then D sends

(si, ti) secretly to Pi for i = 1, 2, . . . , n.

2. When Pi has received his share (si, ti) he verifies that

gsihti =
k−1∏
j=0

(Ej)
ij . (2.1)

3. Let S ⊂ {1, 2, . . . , n} be a set of k participants such that Eq. (2.1)

holds for these k parties. The member in S can find the secret s by the

formula

s =
∑
i∈S

lisi where li =
∏

i∈S,i�=j

i

i − j
.

Note that they can also find t by the formula

t =
∑
i∈S

liti.

10



Some of the main properties of Pedersen-VSS are summarized in the next

Lemma which comes from [19], and are used in the analysis of our protocol

in Chapter 4.

Lemma 2.4 ([44]) Pedersen-VSS satisfies the following properties in the pres-

ence of an adversary that corrupts at most k-1 parties and which cannot com-

pute logg h:

1. If the dealer is not disqualified during the protocol then all honest players

hold shares that interpolate to a unique polynomial of degree k-1. In

particular, any k of these shares suffice to efficiently reconstruct (via

interpolation) the secret s.

2. The protocol produces information (the public values Eiand private value

si) that can be used at reconstruction time to test for the correctness

of each share; thus, reconstruction is possible, even in the presence of

malicious players, from any subset of shares containing at least k correct

shares.

3. The view of the adversary is independent of the value of the secret s,

and therefore the secrecy of s is unconditional.

In the Chapter 3, we describe our proposed password-based roaming pro-

tocol making use of the (k,n)-threshold scheme, Pedersen-VSS, in which a user

distributes secrets to multiple servers, assuming n ≥ 2k − 1 [44, 19, 37].

2.2 Related Works

After EKE [5] being resistant to off-line attacks was introduced in 1992 by

Bellovin and Merritt, a lot of password-based protocols followed such as A-

EKE [6], SPEKE [25], B-SPEKE [26], and PAK [7]. A formal model of secu-

rity was presented by Halevi and Krawczyk in [22], where they also proposed
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a provably secure protocol for the case in which the authentication server has

a certified public key known to the client. Ford and Kaliski [16] introduced

the idea of sharing the password information among several servers in order to

prevent leaking the passwords to an attacker, but they did not give a formal

proof of security. Since then, k-out-of-n threshold password authentication

protocols have been presented by MacKenzie, Shrimpton and Jakobsson [41],

and by Raimondo and Gennaro [46], respectively. The former is provably

secure in the random oracle model, and the latter is in the standard model.

Those password-based techniques can be categorized into three classes as

follows [24]:

1. Balanced Password-authenticated Key Agreement (BPKA) schemes, in

which two parties use a shared password to negotiate one or more shared

ephemeral keys such that the shared keys are established if and only

if they use the same password. The shared keys may then be used for

password-based entity authentication or symmetric cryptography.

2. Augmented Password-authenticated Key Agreement (APKA) schemes,

in which two parties (denoted Client and Server) use related password-

derived values to negotiate one or more shared ephemeral keys such

that the shared keys are established if and only if they use values that

correspond to the same password. The Server uses password verification

data that is derived from a one-way function of the Client’s password

data. The shared keys may then be used for password-based entity

authentication or symmetric cryptography.

3. Password-authenticated Key Retrieval (PKR) schemes, in which a Client

determines one or more static keys that are derived from a password in

a negotiation with a Server that knows data associated with the pass-

word. The static keys may then be used for entity authentication or

symmetric cryptography.
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All these schemes require one or more parties to use specific password-

related data to make the protocol succeed. But when the participant does

not use the correct password-related data, then the protocol is designed to

fail in a way that does not reveal the password to those that don’t already

know the password.

2.2.1 BPKA Scheme

The EKE [5] was the first password-authenticated key agreement protocol.

The idea of EKE was to use the password to symmetrically encrypt the pro-

tocol messages of a standard key exchange (e.g., Diffie-Hellman [15]). Fol-

lowing EKE, many protocols for password-authenticated key agreement were

proposed, such as SPEKE [25], PPK [7], and PAK [7].

We here briefly describe PPK which requires only two rounds of commu-

nication having implicit authentication.

Let k and l denote security parameters, where k can be considered to be

a general security parameter for hash functions and secret key, and l > k can

be considered to be a security parameter for discrete-log-based public keys.

Let q of size at least k and p of size l be primes such that p = rq +1 for some

value r co-prime to q. Let g be a generator of a subgroup of Z
∗
q of size of q.

Define hash function H1, H
′
1 : {0, 1}∗ → {0, 1}η and H2 : {0, 1}∗ →

{0, 1}k, where η ≥ l + k, assuming that H1, H
′
1, and H2 are independent

random functions. We let π denote the function assigning passwords to pair

of users. Figure 2.1 depicts the PPK protocol, with π = π[A,B]. The result-

ing session key is K.

2.2.2 APKA Scheme

A-EKE [6] was the first verifier-based protocol to resist a password file com-

promise. Following A-EKE, many APKA protocols have been developed, e.g.,

13



A B

x ∈R Zq

m = gx · (H1(A,B, π))r
m

�
Test m

?≡ 0 mod p
y ∈R Zq

µ = gy · (H ′
1(A,B, π))r

σ = ( m
(H1(A,B,π))r )

y

K = H2(A,B,m, µ, σ, π)µ
�

Test µ
?≡ 0 mod p

σ = ( µ
(H′

1(A,B,π))r )
x

K = H2(A,B,m, µ, σ, π)

Figure 2.1: The PPK protocol

BSPEKE [26], SRP [52], PAK-X [7], and AMP [35].

We here briefly review SRP. Figure 2.2 shows details of the protocol. In

SRP, all computations are performed in a finite field GF (n). To establish a

password π with the server, the client picks a random salt s, and computes

x = H(s, π) and v = gx, where H() is one-way hash function. The server

stores v and s as client’s password verifier and salt. And then, x is discarded

because it is equivalent to the password π. As shown in Figure 2.2, the

resulting session key is K.

2.2.3 PKR Scheme

A PKR scheme differs from a PKA scheme in two ways: (1) A PKR scheme de-

rives a password-based static key, whereas a PKA scheme derives an ephemeral

key, and (2) A PKR scheme derives a key for Client that is not (necessarily)

derivable by Server, whereas a PKA scheme derives a key shared by both

14



A (Client) B (Server)

a ∈R Z
∗
n

A = ga
ID,A � (look up s, v)

b ∈R Z
∗
n

B = v + gb
s,B�x = H(s, π)

S = (B − gx)(a+ux)

K = H(S)

M1 = H(A,B,K)
M1 � S = (Avu)b

K = H(S)

(verify M1)

M2 = H(A,M1, K)
M2�(verify M2)

Figure 2.2: The SRP protocol

parties.

Perlman and Kaufman presented protocols [45] that one can securely re-

trieve a private key and use this to download the rest of one’s security con-

text. Ford and Kaliski proposed the idea of sharing the password information

among several servers in order to prevent leaking the passwords to an at-

tacker. Jablon in [27] improved on the [16]. Both of them made use of the

multiple servers to gain the goal of the protocol.

When some of the servers are compromised, the user can not obtain valid

secret key no matter what the user has a method to verify the key. In our

proposed scheme, we mainly address this problem.

Now, let’s briefly review the protocol proposed in [27] which we refer to

as the Jab01 protocol.

In this protocol two security parameters are defined, j which represents

the desired bit-strength for symmetric functions, and k representing the num-

ber of bits required for the modulus of asymmetric functions. The protocol

operates in a subgroup of order q in Z
∗
p, where p, q and r are odd primes,
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p = 2rq + 1, 2k−1 < p < 2k, r �= q, and 22j−1 < q < 22j .

At first, the user, Alice, selects a password π, computes gπ = h(π)2r, and

creates a private key SK. For each i ∈ [1, n], she computes a secret key

share Si = gπ
yi using randomly chosen yi ∈R [1, q − 1]. She then creates her

master j-bit symmetric key with Km = h(S1 ‖ · · · ‖ Sn) mod 2j, creates her

encrypted private key as UK = EKm(SK), and then creates her key verifier

VKm = h(Km ‖ g). They must perform these actions using an authenticated

communication method that assures the proper identity of IDA:

1. Client: send {IDA, yi, UK , VKm} to each server Li for all i ∈ [1, n].

2. Servers: store them in a list Ci maintained on each server.

To retrieve her master key at a later time, the client and servers perform

the protocol as in Figure 2.3.

Client Servers(Li)

x ∈ [1, q − 1]

X = gπ
x mod p IDA, X �

Retrieve {IDA, yi, UK , VPKm}
Yi = Xyi

Yi, UK , VKm�

Si = Y
1/x
i mod p, for each i ∈ [1, n]

K ′
m = h(S1 ‖ S2 ‖ · · · ‖ Sn)

If VKm �= h(K ′
m ‖ g), abort.

SK = DK′
m
(UK)

Figure 2.3: Authenticated Retrieval Protocol in Jab01
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Chapter 3

The Proposed scheme

3.1 Model

Our model for multi-server roaming protocol is similar to that of [27], but

with some different features.

First, our scheme employs the concept of threshold, where the user plays

the role of a dealer to distribute secret shares to n servers. To do this, we

make use of the Pedersen-VSS protocol [44] in a different way that only the

user who knows an extra information, password, can obtain the secret value

derived from the password in collaboration with threshold servers. While the

protocol in [27] uses a n-out-of-n solution, i.e. the password information is

shared among n servers and they all must cooperate to authenticate the user,

the protocol in our model uses k-out-of-n solution. In addition, even if an

adversary compromises k or more servers, she cannot reconstruct the secret

value, without knowing user’s password.

Second, our scheme is based on bilinear pairings that could be built from

Weil pairing or Tate pairing over GDH group, which CDH problem is hard

but DDH problem is easy.

On the other hand, although we don’t consider forgiveness protocol intro-

duced in [27] by which user’s honest mistakes are forgiven by sending evidence

of recent prior invalid access attempts after each successful authentication,

this forgiveness can be adapted in our system.

Figure 3.1 depicts the concept of our model.
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There are two phases: (1) Enrollment phase — The user enrolls his cre-

dentials in the servers upon his own client terminal which may hold user’s

private information. (2) Retrieval phase — The user may move to other place

where he is just able to use different client terminal which does not hold any

user-specific information. The protocol, however, allows the user to down-

load a private key from remote servers with knowledge of only his identity

and password.

U C
Password

U C'
Password

roaming

L
1

L
n

Servers

•

•

•

E1. Secret Share, 
Encrypted SK
(to n Servers)

R1. Blinded Password
(to k Servers)

R2. Hardened
Password,
Encrypted SKR3. Reconstruct

Encryption Key

R4. Get SK

Figure 3.1: The concept of our model

Enrollment [T PS Protocol]. The client constructs (k,n)-threshold sys-

tem in the similar way as in Pedersen-VSS [44]. The client creates n shares by

using the Pedersen-VSS scheme. k shares will contribute to reconstruct the

master symmetric key Km which is derived from a user’s password π. Then,

the client have user’s private key SK encrypted with the symmetric key Km.

Finally, he creates a proof value V that links the password to his master key.
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The client sends secretly share Yi, encrypted private key UK , and the proof

value V to each server.

As in [27], the enrollment protocol flow has to be performed through a

secure channel that authenticates the identity of the user to each ith server

Li.

Authenticated Retrieval [T PR Protocol]. When at any available client

terminal, the user wants to download his private key stored in the server, the

client first performs the threshold protocol with at least k servers. Note here

that no client terminal has a user’s information created at enrollment time.

The client randomly chooses at least k servers and sends them a randomly

blinded form of the password to each server. On receiving the request, each

server in turn responds with a blinded reply consisting of the blinded pass-

word. At least one of the servers also sends the client the encrypted private

key UK and proof value V .

The client reconstructs user’s master key Km using the shares and user’s

password, and then verifies whether the master key is correct using the proof

value V and the master key Km. Finally, if the master key is correct, the user

gets his private key SK by decrypting UK with the master key.

3.2 Definitions

Communication Model. We assume that our computation model is com-

posed of a set of n players {L1, . . . , Ln}. They are connected by a complete

network of secure point-to-point channels. The players have access to a ded-

icated broadcast channel in which when a player sends a broadcast message

all other players can receive the message and know exactly from whom the

message sent.
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The Adversary. We assume that there exists an adversary, A, who can

corrupt up to k − 1 of the n servers in the network, where n ≥ (2k − 1). We

consider a malicious adversary that may cause corrupted players to divert

from the specified protocol in any way. We assume that the computational

power of the adversary is adequately modeled by a probabilistic polynomial

time Turing machine. Our adversary is static, i.e. chooses the corrupted

players at the beginning of the protocol.

Now, we will give some definitions which are similar to that of [18, 19],

upon which we will analyze our protocol.

In the following we assume that there are a dealer C and n players

{L1, . . . , Ln}. We say that C broadcasts a message m, when she puts m

on the broadcast channel for everybody to hear it. In particular A can hear

the message too. We say that C distributes a message if she puts m on

the private channels connecting her to all the other players. Notice that A
can see m only if somebody has been corrupted.

Let P be a pair of protocols where the second is always executed after the

first one, P=(Share-Verify, Recover) for the players {L1, . . . , Ln} and a

dealer C.

Definition 3.1 (View) The adversary view, ViewP
Network,A(·) during protocol

P is the probability distribution over the set of computational histories (traffic

and coin tosses) of the bad players.

Sometimes we accompany some distributed protocol P we propose by a

description of a simulator Sim which is needed in an analysis of the security

of this protocol. Sim is an algorithm that plays the role of the honest players.

A interacts with Sim as if she was interacting with the network. Sim tries to

create a view for A that is indistinguishable form the real one. That is, the

process of simulation is a computation of two interactive algorithms, Sim and

A, where the simulator controls the uncorrupted players, and A controls the
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corrupted players. Therefore a description of a simulation process is similar

to a description of the protocol itself [28].

Definition 3.2 The protocol P is called k-secure (or secure with threshold k)

if in the presence of an attacker that corrupts at most k-1 parties the following

requirements for correctness and secrecy are satisfied:

Correctness:

1. All subsets of k shares provided by honest players define the same

unique secret value.

2. Secret value is uniformly distributed.

Secrecy: (Simulatability) For every (probabilistic polynomial-time) adver-

sary A, there exists a (probabilistic polynomial-time) simulator Sim,

such that on input an element Y, produces an output distribution which

is polynomially indistinguishable from A’s view of a run of P that ends

with Y as its output, and where A corrupts up to k-1 parties. That is,

the adversary view ViewP
Network,A(·) is identical with ViewP

Sim,A(·) which

is the adversary view of the simulated execution of the protocol.

A simulator of each subprotocol exhibits a secrecy property of this sub-

protocol, which states that the adversary learns nothing from the protocol

beyond the public inputs and outputs of this protocol, or in other words,

that the adversary learns as much by participating in the threshold compu-

tation as he would learn from observing this operation as a block-box.

We now come up with the following definition of the secure threshold

password-authenticated key retrieval protocol (TPKR for short).

Definition 3.3 In our TPKR = (T PS, T PR), Let two kinds of (static)

adversaries exist as follows:
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1. Strong Adversary: the adversary is able to corrupt and to control k or

more servers if he desires.

2. Weak Adversary: Not strong adversary, i.e. the adversary is just able

to corrupt at most k-1 servers.

Definition 3.4 (Secure TPKR) Let TPKR be the (k,n)-threshold password-

authenticated key retrieval protocol, where 2k-1≤n. TPKR is a strongly secure

protocol if:

1. The protocol is k-secure satisfying Definition 3.2 in the presence of the

weak adversary of Definition 3.3.

2. No adversary, even strong one, without knowing user’s password is able

to reconstruct the master symmetric key Km, and is thus able to obtain

the private key SK.

3.3 Detailed Protocol

We let � be the security parameter given to the setup algorithm. We let G be

some GDH parameter generator.

3.3.1 System Setup

Given a security parameter �, the algorithm G works as follows:

1. Run G on input � to generate a prime q ≥ 2�, two cyclic groups G1 and

G2 of the same order q and a bilinear map ê : G1 × G1 → G2.

2. Choose two arbitrary generators P and P ′ ∈ G1, where P ′ = αP for

some α ∈ Zq and the computing α given P and P ′ is infeasible.
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3. Choose cryptographic hash functions H1 : {0, 1}∗ → G1, H2 : G2 →
{0, 1}κ, and H3 : {0, 1}κ × G1 → Z

∗
q, for some κ. The security analysis

will view H1, H2, and H3 as random oracles.

4. The system parameters are params = {G1, G2, ê, H1, H2, H3, P, P ′}. And

then publish them.

3.3.2 Enrollment Protocol T PS

The enrollment protocol makes use Pedersen-VSS protocol [44], but we use

elliptic curve notions for discrete logarithm problem.

Denote n servers involving in the protocol as {L1, . . . , Ln} and the client

playing the role of a dealer as C. Let ID and SK be the user’s identity and

the private key, respectively.

The user picks a password π. We assume π can be mapped into Zq, and

thus we use π as if they were elements of Zq. The user then performs the

protocol upon the client as follows:

1. The client C, as a dealer, distributes user’s credentials.

(a) Select randomly y and z ∈ Z
∗
q which are uniformly distributed as

in [44].

(b) Choose two random polynomials f(x) and g(x) over Zq of degree

k − 1 such that f(0) = a0 = y and g(0) = b0 = z. Let

f(x) = a0 + a1x + · · · + ak−1x
k−1 and

g(x) = b0 + b1x + · · · + bk−1x
k−1.

(c) Compute and broadcast Ei = E(ai, bi) = aiP + biP
′ for i =

0, . . . , k − 1.

(d) Compute K = ê(yRID, QID), then create the master symmetric

key Km = H2(K), where RID = H1(π) and QID = H1(ID). Then
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create the encrypted private key UK = EKm(SK) and key verifier

V = H3(Km, P ), and let Yi = f(i) · QID and Zi = g(i) · QID for

i = 1, . . . , n.

(e) Send {ID, Yi, Zi, UK , V } secretly to each player Li for all i ∈ [1, n].

2. Li has received information from C.

(a) Verifies that

ê(Yi, P ) · ê(Zi, P
′) ?

= ê

(
QID,

k−1∑
j=0

ij · Ej

)
. (3.1)

(b) If Eq.(3.1) is verified to be false, response a complaint against C.

Otherwise accept and store {ID, Yi, UK , V } in a storage main-

tained on each Li.

3. C discards all information, and completes the enrollment protocol.

For the sake of convenience, we assume that the client has received no

complaint in Step 2.

3.3.3 Authenticated Retrieval Protocol T PR

For authenticated retrieval, the client and k servers perform the actions as

the following. Denote k servers by B = {Li | 1 ≤ i ≤ k}.

1. C sends k servers a request message.

(a) Select a random number uniformly distributed x ∈ Z
∗
q, compute

X = xRID.

(b) Send X and ID to each server Li for i ∈ B.

2. On receiving the request, each server Li responds as follows:
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(a) Retrieve {ID, Yi, UK , V } from the storage maintained securely on

each Li.

(b) Compute Ri = ê(X,Yi), and then reply {Ri, UK , V } to the client.

3. Finally, the client reconstructs user’s private key by performing the

following:

(a) Compute li =
∏

j∈B,j �=i
j

j−i
for each ith server.

(b) Compute R′
i = (Ri)

lix
−1

and K ′ =
∏

i∈B R′
i.

(c) Generate K ′
m = H2(K

′).

(d) If V �= H3(K
′
m, P ), abort.

(e) To obtain the private key, decrypt UK with the master key K ′
m.

Completing the protocol successfully, the client reconstructs the user’s

private key SK. Figure 3.2 depicts the retrieval protocol.

Client Servers(B)

x ∈ Z
∗
q

X = xRID
ID,X �

Retrieve {ID, Yi, UK , V }
Ri = ê(X,Yi)

Ri, UK , V�

li =
∏

j∈B,j �=i
j

j−i
for each ith server

K ′ =
∏

i∈B(Ri)
lix

−1

K ′
m = H2(K

′)
If V �= H3(K

′
m, P ), abort.

SK = DK′
m
(UK)

Figure 3.2: Our Threshold Key Retrieval Protocol
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Chapter 4

Analysis

4.1 Security Proof

In this section, we discuss the security aspects of our proposed scheme TPKR,

and give complete security proof of that using the definitions introduced in

the previous chapter.

As a result, the security for our protocol arrives at the security for secret

value K, assuming that the adapted symmetric cryptosystem is secure and

thus nobody can obtain the private key SK without knowing K. Remember

that UK = EKm(SK), where Km = H2(K).

Lemma 4.1 (Correctness) The protocol TPKR=(T PS, T PR) from Section

3.3 satisfies the correctness of Definition 3.2 with threshold k, for any k ≤
(n + 1)/2.

Proof: First note that all the honest players indeed hold the verification

equation Eq.(3.1) as follows:

ê(Yi, P ) · ê(Zi, P
′) = ê

(
QID,

k−1∑
j=0

ij · Ej

)
.

Since

ê(Yi, P ) · ê(Zi, P
′) = ê(f(i)QID, P ) · ê(g(i)QID, P ′)

= ê(QID, f(i)P + g(i)P ′),
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where

f(i)P + g(i)P ′ =
k−1∑
j=0

ij(ajP + bjP
′)

=
k−1∑
j=0

ijEj.

1. From part 1 of Lemma 2.4, we know that all honest players hold shares

(Yi) which contribute to reconstruct unique secret by combining with client’s

request message as in step 2 of T PR protocol. For any set B of k shares and

extra value (X) from client’s request message, the unique secret is computed

as follows:

K ′ =
∏
i∈B

ê(X,Yi)
lix

−1

=
∏
i∈B

ê(xRID, f(i)QID)lix
−1

=
∏
i∈B

ê(f(i)
∏

j∈B,j �=i

j

j − i
RID, QID)

= ê(
∑
i∈B

f(i)
∏

j∈B,j �=i

j

j − i
RID, QID)

= ê(yRID, QID),

where li are appropriate Lagrange interpolation coefficients for the set B.

Since the above holds for any set of k correct shares then K ′ is uniquely

defined, where the same extra value (X) which as said is derived from the

user’s password has to be given to the protocol T PS and T PR.

2. Let’s consider the secret value K. We can let K be gλy for some λ where

g is a generator of group G2. Since y is chosen randomly from Z
∗
q as in [44],

therefore K = gλy is also a random element in the group G2. On the other

hand, by virtue of part 3 of Lemma 2.4, the view and thus actions of the

adversary are independent of the secret y. �
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As a result, we can state that TPKR can be resistant to corruption of

even k − 1 of n ≥ 2k − 1 servers. A user chooses randomly a secret value y

uniformly distributed in Z
∗
q during the execution of T PS. Even there exists

an adversary who can corrupt at most k − 1 servers among n ≥ 2k − 1, any

subset of k servers constructs the secret value K uniformly distributed in G2.

Lemma 4.2 (Secrecy) Protocol TPKR from Section 3.3 satisfies the secrecy

of Definition 3.2.

Proof: It can be proved in a similar way that is used to prove Lemma 3

in [28]. We can state that, for any input secret y and y′, if the dealer C is

uncorrupted then there is no difference between the adversarial view of an

execution of TPKR in which C shares y′, from a view of TPKR in which C
shares y.

There exists a Sim such that for every n/2-threshold static secure-channels

adversary A with history hA, for any given system parameter params. Let E

stand for an instance (P, P ′) of Pedersen commitment [44]. Let f(x), g(x) be

any k − 1 degree polynomials such that f(0) = y. Consider a run of TPKR

in which C uses polynomials f(x), g(x) and the random input of A is rA.

Note that once we fix f(x), g(x), rA then everything else in the run of this

protocol is determined. Denote the outputs of such run as T PKRData
A ((hA,

rA), E; f(x), g(x)). We denote the set of corrupted players as PB and the set

of uncorrupted players as PG.

Note that any k− 1 degree polynomials f ′(x), g′(x) such that f ′(i) = f(i)

for Li ∈ PB and f(x)+αg(x) = f ′(x)+αg′(x) where P ′ = αP , the adversary’s

output in T PKRData
A ((hA, rA), E; f ′(x), g′(x)) is the same as in T PKRData

A
((hA, rA), E; f(x), g(x)).

If we fix y, y′, rA, and range the polynomials f(x), g(x) among all k − 1

degree polynomials such that f(0) = y, then we see that the distribution of

the adversary view in the following two cases are equal, for every y, y′, and

rA:
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1. TPKR on f ′(x), g′(x), and rA followed by protocol on the resulting

T PKRData
A ,

where f ′(x), g′(x) are random k − 1 degree polynomials such that (0)

f ′(0) = y′; (1) f ′(i) = f(i) on Li ∈ PB; (2) f ′(x)+αg′(x) = f(x)+αg(x)

where f(x), g(x) are random k−1 degree polynomials such that f(0) =

y.

2. TPKR on f(x), g(x), and rA with outputs denoted T PKRData
A [y], fol-

lowed by protocol on inputs T PKRData
A [y′] output by replacement pro-

cedure TTPKR (T PKRData
A [y], y′, α) where f(x), g(x) are random k − 1

degree polynomials such that f(0) = y.

TTPKR(T PKRData
A [y], y′, α) mentioned above takes as inputs a given

secret-sharing T PKRData
A [y], target value y′ and α s.t. P ′ = αP , and

outputs its replacement T PKRData
A [y′] as in [28]. Note that the data

which is visible to A, i.e. the public data and the private data of the

players controlled by the A, must remain the same in T PKRData
A [y]

and T PKRData
A [y′], so this replacement is always only a modification of

the private data of the players controlled by the simulator.

From above description, (1) since f(x) is a random polynomial such that

f(0) = y, then f ′(x) is a random polynomial such that f(0) = y′; and (2)

there is a one-to-one mapping between a choice of g(x) and a choice of g′(x),

and thus since g(x) is a random polynomial then so g′(x). �

Given Lemmas 4.1 and 4.2, we can state the following theorem:

Theorem 4.3 Assume that n ≥ 2k − 1. Then the protocol TPKR is k-

secure threshold-authenticated roaming protocol according to Definition 3.2

with fault-tolerance k.

The following lemma shows the security of the protocol T PR against a

strong adversary who corrupts k or more servers if he desires.
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Lemma 4.4 Under GDH assumption, the protocol T PR is secure against a

strong adversary defined by Definition 3.3.

Proof: Let a strong adversary A be able to corrupt k or more servers and

thus to obtain at least k shares. In this case, we need to show that A can not

reconstruct the secret value K ′ without knowing the user’s password.

In order to break the protocol, A tries to compute K ′′ such that

K ′′ =
∏
i∈S

ê(R′, Yi)
li , (4.1)

with knowledge of system parameter params, any set S of t secret shares

Yi for i = 1, 2, . . . , t (t ≥ k) and client’s request messages X, where li is

appropriate Lagrange interpolation coefficients for the set S.

We assume A has three options to compute K ′′: (1) Solve DLP, i.e. find

an integer n such that Q = nP , (2) Solve CDHP in such a way that given

(P, αP, βP ) ∈ G1 compute αβP , and (3) Guess correct password, e.g., by

mounting password guessing attack.

1. In order to compute Eq.(4.1), A first unblinds X to obtain R′, i.e. find

an integer x (or x′ = xβ) such that R′ = xRID (or R′ = x′P ). Thus no

adversary can compute R′, under the assumption DLP is hard.

2. Let QID = αP , RID = βP . Even given a triple (P, αP, yβP ), A can not

compute αβyP , such that K ′′ = ê(yRID, QID) = ê(P, P )αβy = gαβy where g

is a generator of G2, assuming that G1 is a GDH group.

On the other hand, given {Yi = yiQID | i = 1, 2, . . . , t}, A can compute

the following at the best:

Y ′′ =
∏
i∈S

ê(yiQID, P )li

= ê(yQID, P )

= ê(P, P )αy

= gαy.
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3. Let π′ be a password guess by A. Thus R′ = H1(π
′). Now, A computes

the following:

K ′′ =
∏
i∈S

ê(R′, Yi)
li

=
∏
i∈S

ê(R′, f(i)QID)li

= ê(yR′, QID),

However, A can not verify whether his guess is correct or not. More over, by

Lemma 4.2 it is impossible to distinguish K ′′ from K ′. �

Theorem 4.5 Assume n ≥ 2k − 1. Then the protocol TPKR is strongly

secure according to Definition 3.4, under GDH assumption.

Proof: The proof of the theorem comes immediately from Theorem 4.3 and

Lemma 4.4. �

4.2 Comparison

With mainly compared to [16] and [27], our scheme is capable of resisting that

fewer than threshold servers are compromised. When only k honest servers are

involved in the protocol, the user can retrieve his private key with knowledge

of his own password. Besides, even attacker has succeeded in compromising

k or more servers but without knowing the user’s password, she still cannot

obtain any information about the user’s credential.

Table 4.1 depicts computation load of TPKR compared with that of [27].

We denote E and M by computation load for exponentiation and multiplica-

tion, respectively. Let n be the number of servers and k be threshold.

From Table 4.1, we see that our scheme TPKR is more efficient one than

Jab01 with respect to the computation during the retrieval, since the inequal-

ity nE ≥ kE+kM holds, where n ≥ 2k − 1, i.e. (k − 1)E ≥ kM if k ≥ 2.
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Table 4.1: Computation in the Retrieval on the Client Side

Jab01 [27] TPKR

Main computation Si = Rx−1

i R′
i = Rlix

−1

i

parts K ′ = h(S1 ‖ · · · ‖ Sn) K ′ = h(
∏

i∈B R′
i)

Computation load nE k(E+M)

However with respect to the server side, the computation load of our protocol

may be less efficient due to pairing operation of which, as known, costs several

times expensive than that of an exponentiation [12].
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Chapter 5

Conclusions

In this thesis, we have studied the design and analysis of secure (n, k)-

threshold password-authenticated roaming protocol. We have reviewed pre-

vious works related to the password-based protocol as well as other crypto-

graphic tools which are used in construction of our protocol.

We have presented a new threshold password-authenticated roaming pro-

tocol based on GDH group using bilinear pairings. It allows a roaming user to

download a private key from remote servers, without revealing the password

to off-line guessing. We note that, as a goal of a multi-server roaming system,

a protocol has to allow a user to get his private key from the servers, even

if some of the servers are compromised. With this point of view, we give a

description of a threshold password-only roaming protocol using pairings.

In this paper, we use (k, n)-threshold scheme in which only k honest servers

or more are engaged to reconstruct a secret value. Furthermore, in our pro-

tocol, even attacker has succeeded in compromising more than k servers but

without knowing the user’s password, he still cannot obtain any information

about the user’s credentials. Our scheme is based on bilinear pairings that

could be built from Weil pairing or Tate pairing.

As further works, we leave ourselves more rigorous security analysis and

more accurate complexity analysis for our protocol. In addition, we have to

discuss implementation issues for the protocol [2, 4, 3, 21, 12].
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