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Abstract. There are challenges and issues when machine learning algo-
rithm needs to access highly sensitive data for the training process. In
order to address these issues, several privacy-preserving deep learning
techniques, including Secure Multi-Party Computation and Homomor-
phic Encryption in Neural Network have been developed. There are also
several methods to modify the Neural Network, so that it can be used
in privacy-preserving environment. However, there is trade-off between
privacy and performance among various techniques. In this paper, we
discuss state-of-the-art of Privacy-Preserving Deep Learning, evaluate
all methods, compare pros and cons of each approach, and address chal-
lenges and issues in the field of privacy-preserving by deep learning.
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1 Introduction

The invention of machine learning, i.e., Artificial Intelligence (AI) brings a new
era to human life. We can train a machine to do decision making like human
beings. In general, machine learning consists of training phase and testing phase.
In order to get better result by using machine learning, huge dataset is required
during the training phase. There is a trend to utilize machine learning in the
field of social engineering [1], image recognition [2], healthcare service [3], etc. In
order to get a satisfying result in machine learning, one of the main challenges
is the dataset collection. Since the data will be scattered upon individuals, lots
of efforts to collect them are required.

Sensitive users tend to reluctantly submit their private data to a third party.
A risk of data leakage will happen due to compromised server-side, e.g., when
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we use cloud computing. Users choose not to store their confidential data in
cloud because they worry about that somebody can look at their private data.
In order to convince users for their data security and privacy, an approach to use
privacy-preserved data is required to input training process in deep learning. For
this, the data sent to server must be encrypted and it should be kept encrypted
during the training phase, too. The challenge here is to modify the current deep
learning technique, so that it can process encrypted data. In this paper, we will
discuss state-of-the-art of Privacy-Preserving Deep Learning (PPDL) techniques,
evaluate them, compare pros and cons of each technique, and suggest the issues
and challenges in PPDL.

The remainder of this paper is organized as follows: Sect. 2 discusses clas-
sical privacy-preserving technology in brief. We examine the original structure
of Neural Network and modification needed for privacy-preserving environment
in Sect. 3. Section 4 presents state of the art of PPDL techniques. Furthermore,
Sect. 5 discusses about the analysis of the surveyed methods. Finally, conclusion
and future work are provided in Sect. 6. The main contribution of this work is to
give detailed analysis about state-of-the-art of PPDL method and show which
method has the best performance based on our metrics described on Sect. 4.

2 Classical Privacy-Preserving Technology

Privacy-preserving technique is classified as a special tool that enables the pro-
cessing of encrypted data [4]. The importance of privacy-preserving technique
is to enable computation on data, without revealing the original content. So,
it can ensure the privacy of highly confidential data. Directive 95/46/EC [5]
on the protection of individuals with regard to the processing of personal data
is a European Union directive that regulates the processing of personal data
based on human rights law. The directive states that “[The data] controller must
implement appropriate technical and organizational measures to protect personal
data against accidental or unlawful destruction or accidental loss, alteration,
unauthorized disclosure or access, in particular where the processing involves the
transmission of data over a network, and against all other unlawful forms of
processing.” The goal of privacy-preserving is based on this regulation.

2.1 Homomorphic Encryption

In 1978, Rivest et al. [6] questioned whether any encryption scheme exists to
support the computation on encrypted data without the knowledge of the secret
information. For example, the textbook RSA encryption supports multiplication
on encrypted data without its private secret key and we call such a system as
multiplicative Homomorphic Encryption (HE). Likewise, we call a system as an
additive HE [7] if it supports addition on encrypted data without its secret key.

Fully Homomorphic Encryption (FHE) means that it supports any compu-
tation on encrypted data without the knowledge of the secret key, i.e., for any
operation o and two plaintexts m1,m2, Enc(m1) o Enc(m2) = Enc(m1 o m2).
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It was remained as an interesting open problem in cryptography for decades till
Gentry [8] suggested the first FHE in 2009.

Afterwards, there are a number of research on HE schemes based on lattices
with Learning With Errors (LWE) and Ring Learning With Errors (Ring-LWE)
problems [9–13] and schemes over integers with approximate Greatest Common
Divisor (GCD) problem [14,15]. Early work on HE was impractical but for now,
there are many cryptographic algorithm tools that supports HE efficiently such
as HElib, FHEW, and HEEAN [16–18].

HE can be applicable to various areas. For example, it can improve the secu-
rity of cloud computing system since it delegates processing of user’s data with-
out giving access to the original data. It is also applicable to machine learning
methods for encrypted data by outsourcing computation of simple statistics like
mean and variance of all original data.

2.2 Secure Multi-Party Computation

The concept of secure computation was formally introduced as secure two-party
computation in 1986 by Yao [19] with the invention of Garbled Circuit (GC).
In GC, all functions are described as a Boolean circuit and an oblivious transfer
protocol is used, to transfer the information obliviously.

Then, Goldreich et al. [20] extended the concept to Secure Multi-Party Com-
putation (MPC) in 1987. The purpose of MPC is to solve the problem of collab-
orative computing that keeps privacy of a user in a group of non-trusted users,
without using any trusted third party.

Formally, in MPC, for a given number of participants, p1, p2, · · · , pn, each has
his private data, d1, d2, · · · , dn, respectively. Then, participants want to compute
the value of a public function f on those private data, f(d1, d2, · · · , dn) while
keeping their own inputs secret.

Compared to HE schemes, in secure MPC, parties jointly compute a function
on their inputs using a protocol instead of a single party. During the process,
information about parties’ secret must not be leaked.

In secure MPC, each party has almost no computational cost with a huge
communication cost, while the server has a huge computational cost with almost
no communication cost in HE scheme.

To apply secure MPC to deep learning, we must handle the cost of calculat-
ing non-linear activation functions like sigmoid or softmax since its cost during
training is too large.

2.3 Differential Privacy

Differential privacy was first proposed by Dwork et al. in 2005 [21], to treat the
problem of privacy-preserving analysis of data.

From the definition in [22], a randomized function K gives ε-differential pri-
vacy if for all datasets D1 and D2 differing on at most one element, and for all
S ⊆ Range(K),

Pr[K(D1) ∈ S] ≥ exp(ε) × Pr[K(D2) ∈ S]
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Differential privacy deals with the case that a trusted data manager wants to
release some statistics over his/her data without revealing any information about
the data. Thus, an adversary with access to the output of some algorithm learns
almost the same information whether user’s data is included or not.

Applying differential privacy, there are a number of researches on machine
learning algorithms like decision trees, support vector machines, or logistic
regressions [23–25].

3 Deep Learning in Privacy-Preserving Technology

This section describes the original structure of deep learning technique and the
modification needed for privacy-preserving environment.

3.1 Deep Neural Network (DNN)

Activation Layer. Activation layer, as shown in Fig. 1, decides whether the
data is activated (value one) or not (value zero). The activation layer is a non-
linear function that applies mathematical process on the output of convolutional
layer. There are several well-known activation function, such as Rectified Linear
Unit (ReLU), sigmoid, and tanh. Since those functions are not linear, the com-
plexity becomes really high if we use the functions to compute the HE encrypted
data. So, we need to find a replacement function that only contains multiplica-
tion and addition. The replacement function will be discussed later.

Pooling Layer. Pooling layer, as shown in Fig. 2, is a sampling layer whose
purpose is to reduce the size of data. There are two kinds of pooling: max and
average poolings. In HE, we cannot use max pooling function, because we are
not able to search for the maximum value of encrypted data. As a result, average
pooling is the solution to be implemented in HE. Average pooling calculates the
sum of values, so there is only addition operation here, which is able to be used
over HE encrypted data.

Fig. 1. Activation layer Fig. 2. Pooling layer
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Fully Connected Layer. The illustration of fully connected layer is shown in
Fig. 3. Each neuron in this layer is connected to neuron in previous layer, so it is
called fully connected layer. The connection represents the weight of the feature
like a complete graph. The operation in this layer is dot product between the
value of output neuron from the previous layer and the weight of the neuron.
This function is similar to hidden layer in Neural Network. There is only dot
product function that consists of multiplication and addition function, so we can
use it over HE encrypted data.

Dropout Layer. Dropout layer, which is shown in Fig. 4, is a layer created
to solve over-fitting problem. Sometimes, when we train our machine learning
model, the classification result will be too good for some kind of data, which
shows bias to the training set. This situation is not good, resulting in huge error
during the testing period. Dropout layer will drop random data during training
and set the data to zero. By doing this iteratively during the training period, we
can prevent over-fitting during the training phase.

Fig. 3. Fully connected layer Fig. 4. Dropout layer

3.2 Convolutional Neural Network (CNN)

CNN [26] is a class of DNN, which is usually used for image classification. The
characteristic of CNN is convolutional layer whose purpose is to learn features
which are extracted from the dataset. The convolutional layer has n × n size,
which we will do dot product between neighbor values in order to make convo-
lution. As a result, there are only addition and multiplication in convolutional
layer. We do not need to modify this layer as it can be used for HE data, which
is homomorphically encrypted.
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3.3 Modification of Neural Network in Privacy-Preserving
Environment

Batch Normalization Layer. Batch Normalization (BN) layer was proposed
by Ioffe and Szegedy [28]. The main purpose of BN layer is to fasten the training
process by increasing the stability of NN. This layer receives the output from
activation layer, then do re-scaling process, resulting in a value between zero
and one. BN layer computes the subtraction of each input with the batch mean
value, then divides it by the average value of the batch.

Approximation of Activation Function. There have been several researches
[4,29,30] to do polynomial approximation for activation function. Some well-
known methods include numerical analysis, Taylor series, and polynomial based
on the derivative of the activation function. Numerical analysis generates some
points from ReLU function, then uses the points as the input of approximation
function. Taylor series uses polynomials of different degrees to approximate the
activation function.

Convolutional Layer with Increased Stride. This architecture is proposed
by Liu et al. [30] to replace the pooling layer. They leverage convolutional layer
with increased stride as a substitution of pooling layer. They use BN layer
between the fully connected layer and ReLU. By doing this, the depth of the
data stays the same but the dimension is reduced.

4 State of the Art of PPDL Techniques

In this section, we will discuss state of the art of current PPDL techniques.
We divide PPDL method into three: HE-based PPDL, Secure MPC-based
PPDL, and Differential Privacy-based PPDL. Figure 5 shows the classification
of privacy-preserving method, to the best of our knowledge. The methods are
divided into classical and Hybrid PPDL. Classical privacy-preserving method
does not contain any deep learning technique, whereas Hybrid PPDL is the
combination of classical privacy-preserving method with deep learning. In this
paper, we focus on Hybrid PPDL technique since the classical privacy-preserving
technique has been already outdated.

In order to compare the performance of each surveyed paper, we use five
metrics including accuracy, run time, data transfer, Privacy of Client (PoC), and
Privacy of Model (PoM). Figure 6 shows the metrics for surveyed PPDL works in
this paper. Accuracy means the percentage of correct prediction made by PPDL
model. Run time is the time needed by the model to do encryption, sending
data from client to server, and doing classification process. Data transfer is the
amount of data transferred from client to server. PoC means that neither the
server or any other party knows about client data. PoM means that neither the
client or any other party knows about the model classifier in server. We measure
the average of accuracy, run time, and data transfer of each method. Then, we set
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Fig. 5. Classification of privacy-preserving (PP)

the average value as the standard. If the accuracy value is higher than average,
it means that the accuracy of the proposed method is good. Furthermore, if the
run time and data transfer are lower than average, it means that the run time
and data transfer of proposed method are good. We take the comparison data
from the respective papers as we believe it is the best result that is possible to
achieve. We do not re-execute their codes since not all of the codes are open to
public. We focus our paper to Hybrid PPDL method which combines classical
privacy-preserving with various deep learning practices.

Fig. 6. Metrics for surveyed PPDL works

4.1 HE-Based PPDL

In this section, we discuss PPDL method that leverages HE to ensure the privacy
of the data.

ML Confidential [31], developed by Graepel et al., is a modified CNN that
works on HE scheme. They use polynomial approximation to substitute non-
linear activation function. They use cloud service based scenario, and utilize
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their proposed method to ensure the privacy of data during transfer period
between client and server. At first, they do key generation, producing public
key and private key for each client. Then, client data is encrypted using HE
and transferred to the server. The cloud server will do training process using
the encrypted data, and use the training model to do classification on testing
dataset.

Cryptonets [34], proposed by Gilad-Bachrach et al., applies CNN to homo-
morphically encrypted data. They propose Cryptonets to protect data exchange
between user and cloud service. They show that cloud service can apply
encrypted prediction based on the encrypted data, then give back the encrypted
prediction to user. Later, a user can use his own private key to decrypt it, and
finally get the prediction result. This scheme can be implemented for hospital
service, for example, when a doctor needs to predict the health condition of a
patient and take care of an outpatient. The weakness of Cryptonets is its perfor-
mance limitation on the number of non-linear layer. If the number of non-linear
layer is large, which we can find from deeper Neural Network, the error rate will
increase and its accuracy drops.

PP on DNN [35], proposed by Chabanne et al., is a privacy-preserving tech-
nique on DNN. For the methodology, they combine HE with CNN. Their main
idea is to combine Cryptonets [34] with polynominal approximation for acti-
vation function and batch normalization layer proposed by Ioffe and Szegedy
[28]. They want to improve the performance of Cryptonets, which is only good
when the number of non-linear layer in the model is small. The main idea of this
paper is changing the structure of regular Neural Network that consists of con-
volutional layer, pooling layer, activation layer, and fully connected layer into
convolutional layer, pooling layer, batch normalization layer, activation layer,
and fully connected layer. Max pooling is not a linear function. As a result,
in pooling layer they use average pooling, instead of max pooling to provide
the homomorphic part with linear function. The batch normalization layer gives
contribution to restrict the input of each activation layer, resulting in stable
distribution. Polynomial approximation with low degree gives small error, which
is very suitable to be used in this model. The training phase is done using the
regular activation function, and the testing phase is done using the polynomial
approximation, as a substitution to non-linear activation function. Their exper-
iment shows that their model achieves 99.30% accuracy, which is better than
Cryptonets (98.95%). The pros of this model is its eligibility to work in Neural
Network with high number of non-linear layers, but still gives accuracy more
than 99%, unlike Gilad-Bachrach et al. [34] approach that experiences accuracy
drop when the number of non-linear layers are increased.

CryptoDL [29], proposed by Hesamifard et al., is a modified CNN for encrypted
data. They change the activation function part of CNN with low degree poly-
nomial. This paper shows that the polynomial approximation is indispensable
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for Neural Network in HE environment. They try to approximate three kinds
of activation function; ReLU, sigmoid, and tanh. The approximation technique
is based on the derivative of activation function. Firstly, during training phase,
CNN with polynomial approximation is used. Then, the model produced during
the training phase is used to do classification over encrypted data. The authors
apply their method to MNIST dataset [41], and achieve 99.52% accuracy. The
weakness of this scheme is not covering privacy-preserving training in deep Neu-
ral Network. They use the privacy-preserving for classification process only. The
pros of this work is it can classify many instances (8,192 or larger) for each pre-
diction round, unlike Rouhani et al. [40] that classifies one instance per round.
So we can say that CryptoDL works more effective compared to DeepSecure [40].

PP All Convolutional Net [30], proposed by Liu et al., is a privacy-preserving
technique on convolutional network using HE. They use MNIST dataset [41]
that contains handwritten number. They encrypt the data using HE, then use
the encrypted data to train CNN. Later, they do classification and testing pro-
cess using the model from CNN. Their idea is adding batch normalization layer
before each activation layer and approximate activation layer using Gaussian
distribution and Taylor series. They also change the non-linear pooling layer
with convolutional layer with increased stride. By doing this, they have success-
fully modified CNN to be compatible with HE, and achieve 98.97% accuracy
during the testing phase. We can see that the main difference between regu-
lar CNN and modified CNN in privacy-preserving technology is the addition of
batch normalization layer and the change of non-linear function in activation
layer and pooling layer into linear function.

Distributed PP Multi-Key FHE [39], proposed by Xue et al., is a PPDL
method using multi-key FHE. They do some modification to conventional CNN
structure, such as changing max pooling into average pooling, adding batch
normalization layer before each activation function layer, and replacing ReLU
activation function with low degree approximation polynomial. Their method is
beneficial for classifying large scale distributed data, for example, in order to
predict the future road condition, we need to train Neural Network model from
traffic information data which are collected from many cars. The security and
privacy issue during data collection and training process can be solved using
their approach.

Gazelle [43], proposed by Juvekar et al., is a new framework for PPDL. They
combine HE with GC to ensure privacy in Prediction-as-a-Service (PaaS) envi-
ronment. The goal of this paper is to facilitate a client to do classification process
without revealing his input to the server and also preserve the privacy of model
classifier in server. They try to improve the encryption speed of HE using Single
Instruction Multiple Data (SIMD). They also propose new algorithm to accel-
erate convolutional and matrix vector multiplication process. Finally, Gazelle is
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also able to switch protocol between HE and GC, so it successfully combines
secret-sharing and HE for privacy preserving environment. For the deep learn-
ing part, they leverage CNN that consists of two convolutional layers, two ReLU
layers as activation layers, one pooling layer, and one fully connected layer. In
order to ensure the privacy of the Neural Network model, they hide the weight,
bias, and stride size in the convolutional layer. Furthermore, they also limit
the number of classification queries from client to prevent linkage attack. The
experiment shows that Gazelle fully outclasses another popular technique such
as MiniONN [42] and Cryptonets [34] in terms of runtime.

TAPAS [44], proposed by Sanyal et al., is a new framework to accelerate parallel
computation using encrypted data in PaaS environment. They want to address
the main drawback of HE to do a prediction service, which is the large amount
of processing time required. The main contribution here is a new algorithm to
speed up binary computation in Binary Neural Network (BNN). The algorithm
firstly transforms all data into binary. Then, it computes the inner product by
doing XNOR operation between encrypted data and unencrypted data. After
that, they count the amount of 1’s from the result of previous step. Finally, they
check whether two times of the counted amount is bigger than the difference
between the number of bits and the bias. If yes, then they assign value 1 to
activation function and if no, they assign −1 to the activation function. They
also show that their technique can be parallelized by evaluating gates at the same
level for three representations at the same time. By doing this, the time needed
for evaluation step will be improved drastically. They compared their approach
with and without parallelization. The result shows that using MNIST dataset,
non-parallel process needs 65.1 h while the parallelized process only takes 147 s
to complete.

FHE DiNN [45], proposed by Bourse et al., stands for Fast HE Discretized
Neural Network technique, which is used for PPDL. They want to address com-
plexity problem in common HE technique when it is used in Neural Network.
The deeper the network is, the higher the complexity, resulting in more computa-
tional cost. They use bootstrapping technique to achieve linear complexity to the
depth of the Neural Network. When we compare to standard Neural Network,
there is one main difference, the weight, bias value, and the domain of activa-
tion function in the proposed method needs to be discretized. They use sign
activation function to limit the growth of signal in the range of −1, 1, showing
its characteristic of linear scale invariance for linear complexity. The activation
function will be computed during bootstrapping process, in order to refresh neu-
ron’s output. They successfully show that BNN can accomplish accuracy close
to regular NN by gaining more network size. During the experiment, FHE-DiNN
achieves more than 96% accuracy in less than 1.7 s. Overall, the processing time
of FHE-DiNN is much faster than Cryptonets [34], but their accuracy is slightly
worse (2.6% less).
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E2DM [47], proposed by Jiang et al., stands for Encrypted Data and Encrypted
Model, which is a PPDL framework that performs matrices operation on HE sys-
tem. E2DM encrypts a matrix homomorphically, then do arithmetic operations
on it. The main contribution of E2DM is less complexity needed during computa-
tion process. It has O(d) complexity to do dot product between two encrypted d
× d matrices, instead of O(d2) complexity. They leverage CNN with one convolu-
tional layer, two fully connected layers, and a square activation function. During
the experiment, they use plain text whose size is less than 212 and can predict 64
images during one circle of processing. E2DM achieves 20 fold latency reduction
and 34 fold size reduction compared to Cryptonets [34]. They also show that
compared to MiniONN [42] and Gazelle [43], E2DM has less bandwidth usage
because it does not require interaction between protocol participants.

As a summary, Table 1 illustrates the comparison of each HE-based PPDL
method based on our metrics.

Table 1. Comparison of HE-Based PPDL techniques

Scenario Proposed
schemes

DL
technique

Accuracy
(%)

Run
time (s)

Data
transfer
(Mbytes)

PoC PoM

Cloud
Service

ML
Confidential
[31]

DNN Bad (95.00) Bad
(255.7)

– Yes No

Cryptonets [34] CNN Good
(98.95)

Bad
(697)

Bad
(595.5)

Yes No

PP on DNN
[35]

CNN Good
(99.30)

– – Yes No

E2DM [47] CNN Good
(98.10)

Good
(28.59)

Good
(17.48)

Yes Yes

PPDL via
Additively HE
[48]

CNN Good 97.00 Good
(120)

– Yes Yes

Image
Recogni-
tion

CryptoDL [29] CNN Good
(99.52)

Bad
(320)

Bad
(336.7)

Yes No

PP All
Convolutional
Net [30]

CNN Good
(98.97)

Bad
(477.6)

Bad
(361.6)

Yes No

Content
Sharing

Distributed PP
Multi-Key FHE
[39]

CNN Good
(99.73)

– – Yes No

PaaS Gazelle [43] CNN – Good
(0.03)

Good
(0.5)

Yes Yes

Tapas [44] BNN Good
(98.60)

Good
(147)

– Yes Yes

FHE-DNN [45] DiNN Bad (96.35) Good
(1.64)

– Yes Yes
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PPDL via Additively HE [48], proposed by Phong et al., is a PPDL system
based on a simple NN structure. The author shows that there is a weakness in
Shokri and Shmatikov paper [49] that leaks client data during training process.
The weakness is called Gradients Leak Information. It is an adversarial method
to get input value by calculating the gradient of corresponding truth function to
weight and the gradient of corresponding of truth function to bias. If we divide
the two results, we will get the input value. Because of that reason, Phong et al.
propose their revised PPDL method to overcome this weakness. The key idea of
is letting cloud server updating deep learning model by accumulating gradient
value from users. However, actually there is a weakness too on this approach
because it does not prevent attacks between participants. Proper authentication
to participants should be done by the cloud server to prevent this vulnerability.

Secure Weighted Possibilistic C-Means (PCM) Algorithm for PP [50],
proposed by Zhang et al., is a secure clustering method to preserve data privacy
in cloud computing. They combine C-Means Algorithm with BGV encryption
scheme [12] to produce a HE based big data clustering on a cloud environment.
The main reason of choosing BGV in this scheme is because of its ability to ensure
correct result on the computation of encrypted data. They also address PCM
weakness, which is very sensitive and need to be initialized properly. To solve
this problem, the authors combine fuzzy clustering and probabilistic clustering.
During the training process, there are two main steps: calculating the weight
value and updating the matrix. In order to do it, Taylor approximation is used
here, as the function is polynomial with addition and multiplication operation
only.

4.2 Secure MPC-Based PPDL

In this section, we will talk about PPDL method that leverages Secure MPC to
ensure the privacy of the data.

SecureML [36], proposed by Mohassel and Zhang, is a new protocol for privacy-
preserving machine learning. They use Oblivious Transfer (OT), Yao’s GC, and
Secret Sharing. OT is a security protocol proposed by Rabin [37], in which the
sender of message remains oblivious whether the receiver has got the message
or not. Secret sharing becomes one of basic cryptographic tools to distribute a
secret between parties since the introduction of secret sharing by Shamir [38] in
1979. For deep learning part, they leverage linear regression and logistic regres-
sion in DNN environment. They propose addition and multiplication algorithm
for secretly shared values in linear regression. The authors leverage Stochastic
Gradient Descent (SGD) method in order to calculate the optimum value of
regression. The weakness of this scheme is that they can only implement a sim-
ple Neural Network, without any convolutional layer, so the accuracy is quite
low.
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DeepSecure [40], proposed by Rouhani et al., is a framework that enables the
use of deep learning in privacy-preserving environment. The authors use OT and
Yao’s GC protocol [19] with CNN to do the learning process. DeepSecure enables
a collaboration between client and server to do learning process on cloud server
using data from client. They do security proof of their system by using semi-
honest, honest-but-curious adversary model. It has been successfully shown that
the GC protocol keeps the client data private during the data transfer period.
The cons of this method is its limitation of number of instance processed each
round. They are only able to classify one instance during each prediction round.

MiniONN [42], proposed by Liu et al., is a privacy preserving framework to
transform a Neural Network into an oblivious Neural Network. The transfor-
mation process in MiniONN include the nonlinear functions, with a price of
negligible accuracy lost. There are two kinds of transformation provided by Min-
iONN, including oblivious transformation for piecewise linear activation function
and oblivious transformation for smooth activation function. A smooth function
can be transformed into a continuous polynomial by splitting the function into
several parts. Then, for each part, polynomial approximation is used for the
approximation, resulting in a piecewise linear function. So, MiniONN supports
all activation functions that have either monotonic range, piecewise polynomial,
or can be approximated into polynomial function. During the experiment, they
show that MiniONN beats Cryptonets [34] and SecureML [36] in terms of mes-
sage size and latency.

Table 2. The comparison of secure MPC-Based PPDL techniques

Scenario Proposed
schemes

DL
technique

Accuracy
(%)

Run time
(s)

Data
transfer
(Mbytes)

PoC PoM

Cloud
Service

DeepSecure
[40]

CNN Good
(98.95)

Bad
(10,649)

Bad
(722,000)

No Yes

Image
Recogni-
tion

SecureML
[36]

DNN Bad
(93.40)

– – No Yes

PaaS MiniONN
[42]

NN Good
(98.95)

Good
(1.04)

Good
(47.60)

No Yes

ABY3 [46] NN Bad
(94.00)

Good
(0.01)

Good
(5.20)

No Yes

ABY3 [46], proposed by Mohassel et al., is a protocol for privacy-preserving
machine learning based on three-party computation (3PC). This protocol can
switch between arithmetic, binary, and Yao’s 3PC, depending on processing
needs. The usual machine learning process works on arithmetic operation. As
a result, it cannot do polynomial approximation for activation function. ABY3
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can be used to train linear regression, logistic regression, and Neural Network
model. They use arithmetic sharing when training linear regression model. On
the other hand, for computing logistic regression and Neural Network model,
they use binary sharing on three party GC. During experiment, they show that
ABY3 outperforms MiniONN [42] by four order of magnitude faster, when it
runs on the same machine. Table 2 summarizes the comparison of each Secure
MPC-Based method.

4.3 Differential Privacy-Based PPDL

PATE [33], proposed by Papernot et al., stands for Private Aggregation of
Teacher Ensembles. PATE learning process consists of teacher phase and student
phase based on differential privacy in GAN (Generative Adversarial Network)
[27]. In PATE, firstly, during teacher phase, the model is trained using subset
of data. Then, the student model will learn from the teacher model. The key
of privacy is in teacher model [32], which is not made public. The advantage of
this model is due to the distinguished model, when an adversary can get a hold
on student model, it will not give them any confidential information. They also
show that there is possible failure that reveals some part of training data to the
adversary. As a result, notification to the failure is really important, aside from
developing cryptography technique for privacy protection.

5 Analysis of the Surveyed Methods

After we have surveyed all papers mentioned above, we can see that E2DM [47]
gives the best performance based on our metrics defined here. It is indicated by
getting good accuracy, good run time, good data transfer, and ensure both PoC
and PoM. E2DM is the only work that satisfies all parameters that we define,
which indicates the best PPDL method for this time. Furthermore, from our
analysis above, we believe that main challenge in privacy-preserving machine
learning technique regards to the trade-off between accuracy and complexity. If
we use high degree polynomial approximation for activation function, the accu-
racy will become better, but in cost for high complexity. On the other hand,
low degree polynomial approximation for activation function gives low complex-
ity with worse accuracy compared to high degree polynomial. Choosing correct
approximation method for each privacy-preserving scenario is the main challenge
here.

6 Conclusion and Future Work

In this paper, we have discussed state of the art of PPDL. We analyze the
original structure of Neural Network and the modification needed to use it in
privacy-preserving environment. We also address the trade-off between accuracy
and complexity during the substitution process of non-linear activation function
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as the main challenge. An open problem regarding privacy-preserving machine
learning technique is to reduce computational burden. How to divide the bur-
den between a client and a server optimally, to get the best performance is a
big challenge that needs to be addressed in the future. Another challenge is to
ensure the PoC and PoM at the same time, while maintaining the computa-
tion performance. Ensuring the PoC and PoM requires two extra computation
from client’s and model’s point of view, respectively. Our survey shows that only
E2DM has successfully fulfill those requirements, even though its accuracy still
lower than CryptoDL [29], DeepSecure [40], and MiniONN [42]. However, those
three methods only satisfy one of PoC or PoM, not both of them. Achieving more
than 99% accuracy with PoC and PoM properties becomes the main challenge
of the future PPDL method. Lightweight PPDL with fast and cheap cost is also
an interesting challenge for future work.
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